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A PRIORI ESTIMATES FOR THE MOVING CONTACT
LINE PROBLEM FOR THE 2D NONLINEAR
SHALLOW WATER EQUATIONS WITH
A PARTIALLY IMMERSED OBSTACLE

BY Tarsuvo lcucHr & Davip LANNES

Asstract. — We consider the initial value problem for the 2D nonlinear shallow water model
in the presence of a fixed partially immersed solid body. In this problem, we have a contact
line where the solid body, the water, and the air meet, and whose projection on the horizontal
plane moves freely even if the solid body is fixed. This wave-structure interaction problem
reduces to an initial boundary value problem for the nonlinear shallow water equations in an
exterior domain with a free boundary, for which we prove a priori energy estimates locally in
time for solutions at the quasilinear regularity threshold under irrotationality and subcriticality
assumptions. We use the weak dissipativity of the system, second order Alinhac good unknowns
associated with a regularizing diffeomorphism, and a new type of hidden boundary regularity.

Résumi (Estimations a priori pour le probléeme de 1’évolution de la ligne de contact pour les
équations de Saint-Venant 2D avec un obstacle partiellement immergé)

Nous étudions le probléme de Cauchy pour les équations de Saint-Venant 2D en présence
d’un objet fixe partiellement immergé. Nous sommes en présence d’une ligne de contact ou le
solide, le liquide et ’air se rencontrent et dont la projection sur le plan horizontal évolue libre-
ment méme si le solide est immobile. Ce probléme d’interaction vague-structure se réduit a un
probléme mixte pour les équations de Saint-Venant, dans un domaine extérieur avec frontiére
libre. Nous montrons des estimations d’énergie a priori, localement en temps, pour des solu-
tions au seuil de régularité quasilinéaire, sous les hypotheéses que 1’écoulement est initialement
irrotationnel et sous-critique. Nous utilisons la dissipativité faible du systéme, des inconnues
d’Alinhac d’ordre 2 associées & un difféomorphisme régularisant, ainsi qu’un nouveau type de
régularité cachée au bord.
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138 T. leucht & D. LannEs

1. INnTRODUCTION

1.1. GenErAL sETTING. — Interactions between waves and partially immersed struc-
tures are central to study boat navigation and marine renewable energies such as float-
ing offshore wind turbines or wave energy converters. Pontoons, offshore platforms,
and sea-ice are other examples for which wave-structure interactions are important.
Engineers use essentially two kinds of approaches to assess this problem.

The first one consists in describing such interactions with CFD methods. Numerical
computations in this context turn out to be much more complex than in other fields,
such as aeronautics, where the CFD method is standard. As explained in [34], this is
due to the fact that one has to deal with highly separated flows with high Reynolds
number near the hull, that there are large scale differences between the hull and
mooring systems, and that one has to deal with an open ocean environment with
non-Gaussian stochastic wave fields. For these reasons, the cost of a CFD project has
been estimated to be comparable to physical model tests with prototypes. CFD is
therefore only used for very specific purposes and for projects with a high technology
readiness.

The second tool used by engineers to describe wave-structure interactions is much
simpler. Nonlinearities, viscosity, and vorticity are neglected in the equations, while
all these effects are taken into account in the CFD approach, which is based on
the Navier—Stokes equations. The resulting mathematical model was proposed by
F. John [32, 33] and consists in the linear Bernoulli equations cast in the linearized
fluid domain; we refer to [38] for a recent mathematical analysis of this problem
where the main difficulty comes from the singularities in the fluid domain: corners or
wedges at the intersection between the surface of the water and the boundary of the
object. For freely floating objects, Cummins [16] derived a set of six integro-differential
equations that describe the motion of the object in its six degrees of freedom; this
equation is used in the commercial softwares for wave-structure interactions, such
as Wamit. As opposed to CFD computations, numerical simulations based on this
linear approximation are extremely fast; they can for instance be used to model the
behavior of an entire wave farm. The price to pay is that they miss important physical
phenomenons such as the impact of nonlinear effects; the predictions based on this
approximation are therefore of poor quality in the presence of large amplitude waves,
which are common in shallow water.

For these reasons, a third approach was proposed in [36]. Like John’s model,
it neglects viscosity and vorticity, but the linear approximation is replaced by an
approximation of a different nature. It consists in replacing the equations governing
the motion of the fluid by a reduced shallow water asymptotic model such as the
nonlinear shallow water equations or the Boussinesq equations. Such approximations
no longer depend on the vertical variable and are therefore much easier to compute
numerically than the original free surface Euler equations, while keeping the nonlinear
effects. They are commonly used to describe waves in coastal environments where the
shallowness assumption under which they are derived is satisfied.
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The conTACT LINE PROBLEM FOR THE 2D NSW EQUATIONS 139

In [36], a method was proposed to extend such shallow water models in the presence
of a partially immersed object. The idea is to treat the presence of the object as a
constraint on the surface elevation of the fluid; the pressure exerted by the fluid on the
object is then understood as the Lagrange multiplier associated with this constraint;
see Section 1.2 below. We therefore have to deal with a partially congested flow;
such flows also arise in biology [46], collective dynamics [19, 42], and other contexts.
The pressure term is sometimes approximated by a pseudo-compressible relaxation
for numerical simulations [20, 21]; this latter approach is often referred to as soft
congestion [45], as opposed to hard congestion models where such a relaxation is not
performed [4, 17, 18].

A general feature for the hard congestion models arising for wave-structure inter-
actions is that they can be reformulated as an initial boundary value problem for
the wave model under consideration. This initial boundary value problem is cast in
the so-called exterior region: the projection on the horizontal plane of the surface of
the water which is contact with the air. When the object has vertical sidewalls, this
exterior region does not depend on time, but it does otherwise because the projection
of the contact line varies with time; see Figure 1. One then has to deal with a free
boundary problem.

In horizontal dimension d = 1 and the case of the nonlinear shallow water equations
to describe the waves, the problem can be solved when the sidewalls of the object are
fixed because the equations are hyperbolic and the boundary conditions are strictly
dissipative; such a configuration has been considered in [11] to model a particular type
of wave energy converter, the oscillating water column, and in [49] to simulate a wave
generator. When the sidewalls are not vertical, the problem becomes a free boundary
problem and was solved theoretically in [29] and numerically in [25]. The difficulty is
that the dynamics of the contact points is not kinematic, namely, they do not move
at the velocity of the fluid, but obeys a more singular evolution equation. Still in
dimension d = 1 one can use Boussinesq type models instead of the nonlinear shallow
water equations; such models are interesting because they do not neglect the disper-
sive effects. For an object with vertical sidewalls, the corresponding wave-structure
interaction problem has been treated in [12, 6, 7]. The difficulty is that contrary to
hyperbolic systems, there is no general theory for initial boundary value problems
for nonlinear dispersive systems; in the case of small dispersion, phenomenons such
as dispersive boundary layers must also be taken into account [12]. The case of a
free boundary, that is, of non-vertical walls is open. Let us also mention [39] where
a viscous perturbation of the 1d nonlinear shallow water equations is considered and
[23, 24] where the dynamics of the contact points in a container with vertical sidewalls
is fully solved for the 2D Navier—Stokes equations with surface tension.

In horizontal dimension d = 2, radially symmetric configurations for both the object
and the waves have been considered in [10, 9] in the case of vertical sidewalls. The
general non-radial case was then considered for a fixed object with vertical sidewalls
n [30]. Compared with the 1D case considered in [29], the difficulty here is that the
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140 T. leucrt & D. Lan~es

boundary conditions are not strictly dissipative nor can be brought back to that case
using Kreiss symmetrizers [40, 43, 8, 5]. Also, the boundary is not non-characteristic,
a situation in which a loss of derivative is likely to occur in the energy estimates
[22, 48, 41, 14]. The approach proposed in [30] to bypass these obstructions was to
introduce a new notion of weak dissipativity which ensures the well-posedness of the
initial boundary value problem, and to show that the wave-structure problem under
consideration is weakly dissipative in this sense.

The goal of this paper is to address the free boundary case, that is, the case
where the sidewalls of the object are not vertical, so that the unknown contact line
moves; see Figure 1. The presence of the free boundary induces several difficulties.
Firstly, the domain must be fixed by using a diffeomorphism. The resulting system
is hyperbolic but its coefficients depend on the diffeomorphism, whose regularity is
related to the regularity of the free boundary. The introduction of the so-called Alinhac
good unknowns [2] yields several cancellations that avoid derivative losses in many
free boundary problems such as the stability of shocks for compressible gases [40, 43|
or the water waves equations [35, 28, 1]. In the configuration considered here, this
is not enough to avoid derivative losses in the elliptic equation that one has to solve
in the interior region; we introduce therefore a second order Alinhac good unknown
that yields cancellations at subprincipal order. In this set of variables the resulting
system has the weakly dissipative structure described in [30]. However, this structure
is not sufficient to control the evolution of the free boundary. Contrary to related free
boundary problems like the shoreline problem [37, 47, 44] or the vacuum problem
for the compressible Euler equations [15, 31, 27|, the dynamic of the contact line is
not kinematic. This means that it does not move at the normal velocity of the fluid,
in particular, it cannot be fixed by working in Lagrangian coordinates. The contact
line dynamic is also one derivative more singular than the dynamics of shocks for
compressible gases, inasmuch as it depends on the trace at the boundary of first order
derivatives of the solution rather than on the trace of the solution itself. It turns out
that in order to control the evolution of the free boundary, a control of part of the
trace of the solution to the hyperbolic system is needed. Such a control would be
provided if the boundary conditions where strictly dissipative, but it does not follow
from the weakly dissipative structure. By a precise analysis of the characteristic fields
and using Rellich type identities we however manage to get the desired trace estimate.
We are then able to obtain a priori estimates at the quasilinear regularity threshold.

1.2. Prosrem serTING. — We consider waves propagating in shallow water in hori-
zontal dimension d = 2 and in the presence of a fixed partially immersed solid body
on the water surface. Denoting by & = (z1,22) € R? and z € R the horizontal and
vertical coordinates, we assume that the bottom of the water is flat and located at
z = —Hy, that the surface of the water is represented at time ¢ by the graph of a
function Z(t,-), and that the bottom of the solid body is represented by the graph
of a smooth given function Z,,. The horizontal plane R? is decomposed at time ¢
as R? = J(t) U &(¢) U I'(t), where J(t) is the projection of the wetted part of the

JEP — M., 2026, tome 13



Tue contact LINE PROBLEM FOR THE 2D NSW EQUATIONS 1

solid body on the horizontal plane, £(¢) is the projection of the part of the water
surface which is in contact with the air, and I'(¢) is the projection of the contact
line, so that I'(¢t) = 9J(t) = 9E(t). We call I(t) and E(t) the interior and exterior
regions, respectively. We assume also that I'(t) is a positively oriented Jordan curve.
The configuration under study is described in Figure 1.

Ficure 1. Waves interacting with a fixed solid body

Let V(t,z) be the vertically averaged horizontal velocity and P(¢,x) denote the
pressure on the water surface. In this paper, we adopt the shallow water model pro-
posed in [36], so that the motion of the water is governed by the nonlinear shallow
water equations

an {atz+v.(HV) =0,

oV +(V V)V +gVZ=-1vp,

where H = Hy + Z is the depth of the water, g is the acceleration of gravity, and p is
the constant density of the water per unit volume. We assume that the constants Hy, g,
and p are positive. Throughout the paper, we denote by (Z;, Vi, P;) the restriction of
(Z,V, P) to the interior region J(t), while we keep the same notation to denote the
restriction of (Z,V, P) to the exterior region £(t). This would cause no confusion.
Similar notation will be used in the following.

In the exterior region, we assume that the pressure is continuous on the water sur-
face so that we impose the constraint P = Py, in E(t), where P,y is the atmospheric
pressure assumed to be constant. Then, the nonlinear shallow water equations (1.1)
reduce to
12 {atz +V-(HV)=0 in &(t), t >0,

OV +(V-V)V+gVZ=0 in&(t), t > 0.
In the interior region, the water is in contact with the solid body so that we must
have the constraint Z; = Z, in J(¢t), where Z,, is independent of time ¢. Therefore,
the nonlinear shallow water equations (1.1) reduce to
{V~(HiVi)—O in 9(t), t >0,

1.3
13) atVi+(Vi~V)Vi+gVZi:—%V£i in J(¢t), t > 0.
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142 T. leucht & D. LanNes

As matching conditions at the contact line, it is natural to impose the continuity of
the unknowns (Z, V, P) in our setting of the problem so that

(1.4) Z=2, V=V, P,=Pum onl(t),t>0.

This system of equations (1.2)—(1.4) is the shallow water model that we are going to
investigate in this paper. Here, we emphasize that in this problem the projection I'(t)
of the contact line is also an unknown quantity so that this is a free boundary problem.
In this paper we consider the case where the water surface is transversal to the bottom
of the solid body. This situation can be expressed by

(1.5) IN-VZ—-N-VZ|>cy onI(t), t>0,

with a positive constant ¢, where N is the unit outward normal vector to I'(¢) point-
ing from J(t) to E(t). Under this transversality condition, the continuity of the water
surface at the contact line determines the curve I'(t) from Z and Z;. Therefore, the
matching conditions (1.4) include an equation to determine the unknown curve I'(t).

Remark 1.1. — In the derivation of the shallow water model (1.2)—(1.4), we have
implicitly assumed that Z(¢,-) < Zy holds in the exterior region &(¢) near the curve
I'(t); see Figure 1. In this case, the transversality condition (1.5) is reduced to

N-VZ;—N-VZ>c¢ onl(t),t>D0.

However, once we have formulated the shallow water model as (1.2)—(1.4), one does
not need necessarily to assume the condition Z(¢,-) < Z,, in such a region.

This wave-structure interaction problem in the case of horizontal dimension d = 1
has been analyzed in [29] and the well-posedness of its initial value problem was
proved at the quasilinear regularity threshold under assumptions that the initial flow
is subcritical and that the transversality condition at the contact points is satisfied.
Our main objective is to extend this result into the case of horizontal dimension d = 2.
Toward this goal, in this paper we will derive a priori energy estimates for solutions
to (1.2)—(1.4) under the additional irrotational conditions

{VL~V—O in &(t), t >0,

1.6
(1.6) VLt Vi=0 inJd), t>0.

As we will see in Section 2, these irrotational conditions are consistent with the
problem (1.2)—(1.4) in the sense that if these conditions are initially satisfied at ¢ = 0,
then regular solutions of (1.2)—(1.4) satisfy (1.6) for all time ¢ as long as they exist.

1.3. CoORDINATE TRANSFORMATION. — To parameterize the unknown curve I'(t),
we will use normal-tangential coordinates related to a reference curve I', which is a
positively oriented Jordan curve of C'*°-class and may be a smooth approximation
of the initial curve I'(0). We denote by J the interior domain enclosed by the
curve I' and put & = R% (JU I'), which is the exterior domain. Suppose that I" is
parametrized by the arc length s as = z(s) for 0 < s < L, where L is the length of
the curve I'. As usual, we can regard z(s) as a function of s € T, ~ R/(LZ). The
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Tur contacT LINE PROBLEM FOR THE 2D NSW EQuaTIONS 143

normal-tangential coordinates (r,s) € (—rg,79) X Ty is defined in a tubular neigh-
borhood Ur of I by the relation x = z(s) + rn(s), where n(s) = —z/(s)* is the unit
outward normal vector to I' at the point z(s) and pointing from J to €. We denote
by N the unit outward normal vector to I, that is, N(z(s)) = n(s). We assume that
the initial curve I'(0) is a graph in the normal direction, that is, it is parameterized
in the normal-tangential coordinates as r = (0, s). Then, we see that the unknown
curve I'(t) can also be a graph in the normal direction as r = (¢, s) at least locally in
time. In fact, by the transversality condition (1.5) we can apply the implicit function
theorem to ensure that the equation Z(t,z(s) + rn(s)) = Zi(z(s) + rn(s)) for r
can be solved uniquely in a neighborhood of (¢,7) = (0,7(0,s)). The solution r is
nothing but the function ~(¢, s), which is also an unknown function. We will use this
parametrization for the unknown curve I'(t) throughout this paper.

As usual in the analysis of free boundary problems, we transform the free boundary
problem (1.2)—(1.6) into a problem in time independent domains by using a diffeomor-
phism ¢(t,-) : R* — R?, which should have the properties that o(t,-), : € — (1),
o(t,), + 3 = I(t), and @(t,-)|, : L' — I'(t) are all diffeomorphisms and that it
does not change the orientation. Such a diffeomorphism can be constructed from
the unknown function v(¢,-). By using this diffeomorphism, we can transform the
free boundary problem (1.2)—(1.6) into a problem in time independent domains. This
kind of coordinate transformations in analyses of free boundary problems was first
employed in [26] for the Stefan problem and is called the Hanzawa transformation.
Nowadays, such a transformation is widely used for free boundary problems arising
in fluid mechanics.

For a function F = F(t,x) we denote f = F o ¢, that is, f(t,y) = F(t,p(t,y)).
We also use the notation

(1.7) Vif=(VF)op, 07f=(0;F)ep, Off=(0F)o¢.

We see easily that V¥ and 9 commute, that is, 9797 = 905 for j = 1,2. Then, the
free boundary problem (1.2)—(1.6) is transformed equivalently into

OfC+ V¥ (hw)=0 in (0,7) x &,
(1.8) v+ (v-VP)v+gVP(=0 in (0,T)x €,
(Vo)L v=0 in (0,7) x &,
Ve . (hiv;) =0 in (0,7) x J,
(1.9) Ofvi + (vi - Vv + gV¥P¢ = —%V‘Pg in (0,7) x J,
(VAL v =0 in (0,T) x J,
and
(1.10) (=G, v=v, p =Pum on(0,7)xI,

where ( = Zoy, (; = Zijop, (w = Zw o, and so on, and the constraint ¢; = (, is also
supposed. Although there are infinitely many possible choices for the diffeomorphism
p(t, ), we will fix the choice; in particular, the diffeomorphism with which we work is
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144 T. leucht & D. LanNes

regularizing to avoid the loss of half a derivative when taking its trace at the boundary.
The precise construction of this diffeomorphism from the function (¢, -) will be given
in Section 5.2. For later use, we introduce the R2-valued functions w and w; defined
in (0,7) x € and (0,T) x J, respectively, by

(1.11) w=uv—0p, w=uv—O0op,

which represent, roughly speaking, the horizontal velocity of the water related to
the motion of the curve I'(t); if we work with the diffeomorphism ¢ constructed in
Section 5.2, which coincides with the identity mapping outside a tubular neighbor-
hood Ur of I', then we have also w = v and w; = v; outside Ur.

1.4. Main resurt. — To state our main result in this paper, we introduce norms of
several function spaces. We denote by L?(£), L?(J), and LP(T) with 1 < p < oo, the
standard Lebesgue spaces on &, J, and T, respectively. Double bars are used to denote
norms on the two-dimensional domains € or J and simple bars on the one-dimensional
torus Ty, for instance,

1/2 1/2
||u||Lz<m=(/Q |u<w>|2dx) , |gL2<TL>=(/T |f<s>|2ds)

with Q = &€ or J. We define LP Sobolev spaces of order m € N as
WmP(Q) = {u € LP(Q) | 971 05%u € LP(), a1 + ag < m} (Q=¢&orY)

endowed with its canonical norm || - |[ym.»(q), where 9; = 0,, (j = 1,2). We put
H™(Q) = W™2(Q). We define also the fractional order Sobolev spaces of order s
on Ty, endowed with its canonical norm | - g+ (r, ), which is defined through Fourier
series. Recalling that z(-) : Tr, — R? is a smooth parameterization of I, we classically
say that v € H*(I") if and only if u oz € H*(Ty) with its canonical norm.

For functions u depending also on time ¢, we use the norms

m

() llm.e = Znaﬂ Werm-iceys () ||mi = Zuaf M zm—s(9),

and
m

[u(t)|m = Z |0/ u(t)] g (1)

§=0
Using these norms, for a regular solution u = (¢,vT)T, v, ;s and v for the shallow
water model (1.8)—(1.10), we define an energy function E,,(t) of order m € N by

En(t)= Y (8%~ (8% - VA )u)(B)|12(e) + (8% — (8% VF)u) (t)l|29))
lee|=m

+ lu®llm-1,e + o) | m—1,i;

where & = (0;,0) = (0,01,02) and 8% = 9,007 05* with a multi-index o =
(v, a1, a2). Here, we note that 8%u — (8% - V¥)u with |a] = m correspond to
Alinhac’s good unknowns for the m-th order derivatives of wu.
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Tue contact LINE PROBLEM FOR THE 2D NSW EQUATIONS 45

As for the given function Z,, which represents the bottom of the solid body, we im-
pose the following assumption.

Assumprion 1.2, There exist positive constants ¢y and My, a non-negative integer
m, and an open set J;, in R? such that the followings hold.

(i) 9(0) € Iy and Z,, € C™HL(T,).
(ii) Hy(z) = Ho + Zw(x) = ¢ for x € J,.
(i) [|Zwllwm+1.003,) < Mo.

The following theorem is our main result in this paper, which gives a priori esti-
mates locally in time for any regular solution to the nonlinear shallow water model
(1.8)—(1.10) at the quasilinear regularity threshold under assumptions that the initial
flow is irrotational and subcritical and that the initial water surface is transversal to
the bottom of the solid body at the contact line. We recall that the diffeomorphism ¢
that appears in (1.8)—(1.10) is constructed from + as in Section 5.2 and that rq is the
width of the tubular neighborhood Ur of I' in which normal-tangential coordinates
are defined.

Turorem 1.3, — Letm > 3 be an integer and co, Mg, no, i positive constants satisfy-
ing ni* < ng < 1. Then, there exist a sufficiently small positive time T and a large con-
stant C' such that under Assumption 1.2 for any regular solution u = (C,UT)T,’Ui,Bi,
and ~y to (1.8)=(1.10), satisfying initially the conditions

infoee (gh(0,2) — [w(0,2)?) > 2co,

infx€£ |M : (VC - VQ)(va)‘ > 2003

[7(0)| oo T,y < M T0,

Ey(0) + [7(0)lm—1 < Mo,

we have the following a priori bounds

(1.12)

inf (;,2)e (0,1 (8(L, ) — [w(t, 2)[*) > co,
inf (4 oyeo,myxr [N - (V= VG)(t,x)| = co,
supg< i< [7() Lo (1) < M070,
supg< st (Em(t) + [7(E)lm—1) + fOT |y(t)|2,dt < C,
where w is defined by (1.11).

(1.13)

Remark 1.4

(i) The first conditions in (1.12) and (1.13) represent that the flow is subcritical
relative to the motion of the curve I'(t), the second ones represent that the water
surface is transversal to the bottom of the solid body at the contact line, and the
third ones ensure that the curve I'(t) is in the tubular neighborhood Up, in which
the normal-tangential coordinates (r, s) are defined.

(ii) By definition, we have w(0, z) = v(0,z) — (0:¢)(0, x), where (9:)(0, -) is deter-
mined from (9;7)(0, -), which is the initial velocity of the curve I'(0) and can be written
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146 T. leucrt & D. Lan~es

explicitly in terms of the initial data (0, -), v(0, ), and Zy,. For more details, we refer
to Remark 6.8 in Section 6.6.

(iii) The m-th order derivatives of v do not have the continuity in time but have
only the square integrability. This situation is the same as in the one-dimensional case
analyzed in [29].

1.5. ORGANIZATION OF THIS ARTICLE. — In Section 2, we present basic properties of
the shallow water model (1.2)—(1.4). We show that the total energy, that is, the sum
of the kinetic and potential energies is conserved. Then, we analyze the vorticity of
the flow and show that if the initial vorticity is identically zero, then it continues to
zero for all time as long as the regular solution exists. We also present two equivalent
reformulations of the problem. In both reformulations, we eliminate the pressure P;
from the equations. In the first reformulation, we introduce single valued velocity
potentials both in the interior and in the exterior regions. By using the Dirichlet-
to-Neumann map in the interior region, we can reformulate the problem as a free
boundary problem for the nonlinear shallow water equations in the exterior region
with nonlocal boundary conditions. These boundary conditions consist of two scalar
equations; one of them is used to determine the unknown free boundary and the other
one is essentially used as the boundary condition to the exterior problem. In the second
reformulation, contrary to the first one, we use the velocity potential only in the
interior region. The reformulated problem can be viewed as a transmission problem:
the nonlinear shallow water equations in the exterior region and the second order
elliptic equation in the interior region together with two scalar matching conditions:
the continuity of the depth of water and of the normal component of the velocity.
We prove in Proposition 2.2 that the continuity of the tangential component of the
velocity across the free boundary is automatically satisfied if the velocity is initially
continuous on the whole plane. In this paper, we follow the spirit of this second
reformulation.

In Section 3, we derive and study a linearization of the shallow water model (1.8)—
(1.10), which is equivalent to (2.18)—(2.19) and to (2.20)—(2.22) as we will see in
Section 2. Both formulations of the problem are cast on time independent domains by
using the diffeomorphism (¢, -), which includes all the information of the unknown
free boundary. We first derive the linearized equations. Thanks to the introduction of
good unknowns, the linearized equations have a nice structure and the equation for
the variation of the diffeomorphism is completely decoupled from the other equations.
The linearized problem has a similar structure to the shallow water model in the
presence of a fixed partially immersed object with vertical sidewalls analyzed in [30].
In particular, the boundary condition is weakly dissipative so that we can derive a
basic energy estimate for the linearized problem by modifying slightly the calculations
in [30]. However, in view of the application to the nonlinear problem, we have to pay
much more attention to the dependence on the coefficients and the source terms
than in [30]; indeed, these terms involve derivatives of the diffeomorphism ¢ whose
regularity is limited and slaved to the regularity of the free boundary.
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In Section 4, we continue to consider the linearized problem derived in Section 3.
Contrary to the case in horizontal dimension d = 1 analyzed in [29], the boundary
conditions are not strictly dissipative but only weakly dissipative in the sense [30], so
that we do not have enough control of the boundary integrals by the general theory.
Here, we derive an additional boundary regularity estimate for the linearized prob-
lem by taking the best advantage of the structure of the boundary conditions. More
precisely, we evaluate the square integral in space-time on the boundary for the good
unknown related to the surface elevation. Such an estimate is crucial to control the
free boundary and therefore the diffeomorphism ¢(t, -), and to obtain an a priori esti-
mate for the nonlinear problem. Since the boundary conditions are weakly dissipative,
the boundary integral of some quantity could be controlled, but it is not enough to ob-
tain a control of the desired boundary integral. To compensate this, we first introduce
characteristic fields related to eigenvalues of the boundary matrix, derive equations
for them, and calculate a corresponding energy function. However, the boundary term
in the energy estimate does not have good sign as it is. We furthermore use Rellich
type identities for the solution in the interior domain, which give some relations for
the boundary integrals. Combining the resulting boundary integrals, we establish the
desired additional boundary regularity estimate.

In Section 5, we first explain the details on the normal-tangential coordinates (r, s)
in a tubular neighborhood of the reference curve I', and then construct the regularizing
diffeomorphism (¢, -) from the unknown function ~(t, -). Here, it is assumed that the
unknown curve I'(t), which is the projection of the contact line on the horizontal
plane, is a graph in the normal direction as r = ~(¢,s) for s € Tr. We also derive
LP-estimates for the derivatives of the diffeomorphism ¢ in terms of norms of +.

In Section 6, we first introduce good unknowns for the m-th order derivatives of the
solution. We use the normal-tangential coordinates to calculate the derivatives near
the boundary I', while we use the standard coordinates away from the boundary.
Therefore, we need to introduce good unknowns both near the boundary and away
from the boundary by using a partition of unity. The good unknowns for the velocities
and the surface elevation may be defined in the same way as those of the linearized
problem. However, if we adopt such a definition to the good unknowns for derivatives
of the velocity potential in the interior domain, then remainder terms cannot be re-
garded as lower order terms, so that the a priori estimates for the nonlinear problem
would exhibit a derivative loss. To bypass this difficulty, we introduce second order
good unknowns that include subprincipal terms to compensate these remaining sin-
gular terms. We then derive equations for the good unknowns in the exterior and the
interior domains near the boundary and away from the boundary, respectively, and
boundary conditions for them. Such equations have essentially the same form as those
in the linearized problem considered in Sections 3 and 4. We also derive equations for
the derivatives of v, particularly, we obtain an evolution equation for ~.

In Section 7, we prove Theorem 1.3. We first introduce another two energy functions
in addition to E,,(t). It turns out that these three energy functions are all equivalent.
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We then apply the basic energy estimate and the additional boundary regularity
estimate established in Sections 3 and 4 to the equations for the good unknowns
derived in Section 6. Through detailed calculations for the lower order terms and
analysis for the transversality condition in the critical case m = 3, we complete the
proof of Theorem 1.3.

2. BASIC PROPERTIES OF THE SHALLOW WATER MODEL

We study in this section some properties of the wave-structure interaction model
(1.8)—(1.10) and propose some reformulations that are convenient for the mathemat-
ical analysis. Conservation of energy is first proved in Section 2.1; we then show in
Section 2.2 that the total enstrophy is conserved, from which we deduce that the flow
remains irrotational if the initial velocity is irrotational. Using velocity potentials in
the exterior and interior domains, a first equivalent formulation of the wave-structure
interaction problem is proposed in Section 2.3; in Section 2.4 a second reformulation
is derived, that does not need the use of a velocity potential in the exterior domain.
Finally, using the regularizing diffeomorphism, these two formulations are recast in
Section 2.5 as initial boundary value problems on a time independent domain.

2.1. CoNSERVATION OF ENERGY. — As in the case of the shallow water model with a
fixed solid body with vertical sidewalls considered in [30], the conservation of the total
energy is equivalent to the conservation of the mechanical energy, which is the sum
of the kinetic and the potential energies of the water, denoted by Eqyiq(t) at time t.
The mechanical energy €guiq(t) is the sum of the mechanical energies of the water
below the water surface and below the fixed solid body

Couall) = /8 REE /j Ll

where the densities of the energies are given by ¢ = %pH V|2 + %ng2 and ¢ =
% pH;|Vi|? + % pgZ?. Contrary to the case with vertical sidewalls, the interior and exte-
rior regions depend on time ¢. Therefore, we use the diffeomorphism (¢, -) introduced
in Section 1.3 to calculate the time derivative of the energy. Let Z,V, Z;, Vi, P;, and
I'(t) be a regular solution to (1.2)—(1.4). Then, by the Reynolds transport theorem
we have

d
—Chyid = Ore + 3t€i—/ (e —e;)(Orpop ) N,
dt ) I(t) r

where (9;p0p~1)- N represents the deformation speed of the curve I'(¢) in the normal
direction. By the nonlinear shallow water equations (1.2) and (1.3), we have
Oe+V-§=0 in&(t), t >0,
Oei+V-Fi=0 inJ(t), t>0,
where § and §; are the energy fluxes in the exterior and interior regions, respectively,

and given by § = p(gZ + 3|VI*)HV and § = (P; — Patm + p(gZi + 3|Vi|)) Hi Vi
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Therefore, we obtain

d
— €y = / F-Fi—(e—e)(Opop™)) N
dt F(t)

:07

where we used the matching conditions (1.4). Therefore, we have the conservation of
the total energy for the shallow water model (1.2)—(1.4).

2.2. Anavrysis oF THE vorticity. — Let Z,V, Vi, P;, and I'(t) be a regular solution to
(1.2)—(1.4) and define the vorticity 2 and Q; in £(¢) and I(¢) by

Q=v-.v, O=vV't.V,

respectively. We will check that the irrotationality is conserved in the time evolution
by (1.2)—(1.4), that is, if 2(0,-) = 0 in €(0) and Q;(0,-) = 0 in J(0), then Q(¢,-) =0
in E(t) and ;(¢,-) = 0 in I(t) for all time ¢, as long as the solution exists. We follow
the calculation given in [30, Section 2.4] with a slight modification caused by the time
evolution of the curve I'(t). We use again the diffeomorphism ¢(¢,-) introduced in
Section 1.3. It follows from (1.2) and (1.3) that

at(?;) vy (%QV) —0 iné&(), t>0,

at(H)+v (gv):o in I(t), t > 0.

Therefore, by the Reynolds transport theorem and the matching conditions (1.4) we
have

)= L G (5 oo )
— | = — Vl Owp o -N
dt(/ ey H o Jow Hi re \H H H O o0™)
1
— [ H@+2)@-2) — @) N
I(t)

Differentiating the identity V(t,¢(t,-)) = Vi(t,(t,-)) on I with respect to t and
taking the inner product of the resulting equations with the tangential vector N1,
we see that on I'(t)
T @V =0V == N (((Qepop™) - V)V = ((Orpo ™) - V)W)
—(Opop™) - (N*- V)V = (N*-V)V)
— (=) (Opoy™)-
=— (2= %)(Gpop™)-

where we used the identity

N
N

)

(2.2) F-(G-VYV=G-(F-V)V+(F -gHvt.v
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and the matching conditions (1.4). On the other hand, the second equations in (1.2)
and (1.3) can be written in the form

{atv+QVi+V(§V2+gZ) =0 in &(t), t >0,
Vi + Vit + V(GIVII? +Zi + 5 (P; — Pagm)) =0 in J(t), t > 0.
This together with the matching conditions (1.4) implies
NL- 0V —=0,V))=—(Q— )N -V on [(t).
Therefore, we have
Q=) (V =dpop ) N=0 on I'(t), t > 0.
Plugging this into (2.1) we obtain finally that the total enstrophy is conserved, namely,

oL, 5)
— =+ =)=
dt &(t) H I(¢) H;

which yields easily the desired conservation of the irrotationality under the positivity
of the depth of the water.
Alternatively, we have also

d(/ 92+/ Q?)z—/ (V-V)QQ—/ (V- W),
dt \Je @) at) e(t) 10

which together with Gronwall’s inequality implies the desired conservation of the
irrotationality.

2.3. AN EQUIVALENT FORMULATION . Let Z,V, Vi, P;, and I'(t) be a regular solution
to (1.2)—(1.4) satisfying the irrotational conditions (1.6). Since the interior region JI(t)
is simply connected, the irrotational condition ensures the existence of a single valued
potential ®; of the velocity V;, that is, Vi = V®;. Although the exterior domain &(t)
is not simply connected, by the matching conditions (1.4) we have [ r) NtV =
/ r N1 .V®; =0, so that the irrotational condition ensures also the existence of a
single valued potential ® of the velocity V. Then, by adding appropriate functions
of time t to ® and ®;, the nonlinear shallow water equations (1.2) and (1.3) can be
transformed equivalently as

23) {atz +V-(HV®) =0 in&(t), t >0,
H®+ 1VO2+gZ =0 in&(t), t >0,
and
2.0 {v- (H\V®;) =0 in 9(t), t >0,
0u®i + 3 |VOi|* + 82 = —(P; — Pam) in I(t), t > 0.

It follows from the second equations in (2.3) and (2.4) together with the matching
conditions (1.4) that 0,® = 0,®; on I'(t), so that 9(®|., ) = Ou(Pi|,,, ) By the
matching conditions (1.4), we have also N+ - V® = N+ - V®; on I'(t), where N1 -V
is a tangential derivative on the curve I'(t). Therefore, by adding an appropriate
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constant to ® or ®;, we see that & and P; coincide on I'(t), and denote by ¥; their
common value;

(2.5) Ui(t,-) = ((I))“(t) = (¢i)|1‘(t) for t> 0.

In view of this, we introduce the Dirichlet-to-Neumann (DN) map Ap ;) associated
with the elliptic equation V - (H,,V®;) = 0 in the interior region J(¢) by

(2.6) Ap@Vi = (N - (HyV®))

‘[‘(t)’

where ®; is a unique solution to the boundary value problem

(2.7) {V (HV®;) =0 inJ(¢t),

(I)i = \I/i on 8(](15)

We note that the DN map Ap is symmetric and non-negative in L?(I'(¢)), and
depends on the unknown curve I'(¢). Then, (1.2)—(1.6) is transformed equivalently
to (2.3) under the boundary conditions

(2.8) 7 =7y, N-(HV®) =App¥; ondE(t), t >0,

where ¥; is the trace of ® on I'(t). In fact, once we obtain a solution (I'(t), Z, @)
of (2.3) and (2.8), then the other quantities can be recovered easily as follows.
We recover ®; as a unique solution of the boundary value problem (2.7) with ¥; =
®,,,- Then, the second boundary condition in (2.8) implies N - V& = N - V&,
on I'(t), so that V® = V®; on I'(t). Using this and the second equation in (2.3),
we have 0,®; + |V ®i|? + gZ; = 0 on I'(t). In view of the second equation in (2.4),
we define

(2.9) Py = Pam — p(0,®; + 3|V |* + g2)),

—1

which satisfies P, = Py on I'(t). Finally, putting V = V® and V; = V®;, we see
that Z,V, Vi, P; and I'(t) satisty (1.2)—(1.6).

2.4. AN EQUIVALENT FORMULATION [I. We can reformulate the problem in a differ-
ent way without using the velocity potential ® in the exterior region similar to the
reformulation used in [30, Section 5.1] in the case with vertical sidewalls. More pre-
cisely, we show here that we can reduce the problem to a free boundary problem for
the shallow water equations in the exterior domain with boundary conditions that
are nonlocal in space and in time. By the second equation in (2.4) and the matching
conditions (1.4), we have 9;®; + $|V|?> +gZ = 0 on I'(t). Using a parametrization
x = X(t,s) for s € Ty, of the curve I'(t), we can define the functions U; (¢, ) and Vp
on I'(t) as

Ui (¢, X(t,5)) := 0, [\Ili(t,X(t, s))] and Vp(t, X(t,s)) = 0. X(t,s)

for s € Ty, and t > 0, and where we recall that ¥; denotes the common value of ®;
and ® on I'(¢t). In particular, using also the matching conditions (1.4), we get 0;®; =
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Uiy — Vp -V on I'(t), so that the relation ¥;, — Vp -V + %\V\Q + gZ = 0 holds on
I'(t). Therefore, the problem reduces to

HhZ+V-(HV)=0 in £(t), t >0,
(2.10) OV +VEIVIP+gZ)=0 in&(t), t >0,
V- V=0 in &(t), t >0,
under the boundary conditions
(2.11) Z=12, (HN-V)=Appn¥; onl'(t), t>0,
with the DN map Ap () as defined in (2.6)-(2.7), and coupled with
(2.12) Uiy —Vr - V4+3VP+gZ=0 onI(t), t>0.

Remark 2.1. — The quantity ¥; , — Vp - V is equal to the trace of 9,®; on I'(t) and
is therefore intrinsically defined; however, both W¥;; and Vr depend on the chosen
parametrization for I'(t); in particular, any reparametrization of I'(¢) changes the
tangential component of Vp. The fact that the tangential velocity of the boundary
depends on the chosen parametrization is standard in the analysis of free boundary
problems where the choice of an appropriate parametrization can be important [3, 13].

The following proposition ensures the equivalence between (1.2)—(1.6) and (2.10)—
(2.12) under appropriate conditions on the initial data.

Prorosition 2.2. — Let Z,V,U;, and I'(t) be a smooth solution of (2.10)—(2.12), and
define Vi = V®; with ®; given by (2.7). If V(0,-) = Vi(0,-) on I'(0), then we have
V(t,-) = Vi(t,-) on I'(t) for all t. Particularly, by defining P; by (2.9) we see that
Z,V,Vi, P;, and I'(t) satisfy (1.2)-(1.6).

Proof. — Let x = X(t,s) for s € Ty, ~ R/(LZ) be a parametrization of the curve
I(t). Tt is sufficient to show that N+ -V = N1 .V; on I'(t), which is equivalent to
(0sX) - (VoX)=(0,X)(VioX). We put

F(t,s) = (0:X(t,s)) - (V= Vi)(t, X (2, 5)).
Then, we see that
OF = (0:0:X) - (V= V) 0o X)
+(0:X) - {(0V = 0 Vi) o X + (((8:.X) - V)(V = Vi) o X}
Here, it follows from the second equation in (2.10) and the relation V; = V®; that
(0sX) - {(0V — 9, Vi) o X} = —(9:X) - {V(S|V|* + gZ + 0:D;) 0 X }
= —0,{(0:®; + 3|V|* + gZ) 0 X}.

Since 0, ®; = ¥; ,+Vp-V; on I'(t), we deduce from (2.12) that (3, @i+ 3|V [*+gZ)oX =
X - (V= Vi) o X, so that

(0sX) - {(8V — Vi) o X} = =0, {0 X - (V — Vi) o X }.

JEP — M., 2026, tome 13



The conTACT LINE PROBLEM FOR THE 2D NSW EQUATIONS 153
Q

In view of the identity (2.2), we see that

(0:X) - {(((8:.X) - V)(V = V1)) 0 X} = (0, X) - {(((9:X) - V)(V = Vi)) 0 X}
= (0, X) - 0s((V — Vi) 0 X).

Therefore, we obtain d; F' = 0; since F(0,-) = 0 by assumption, this implies F'(¢,-) =0
for all ¢. O
2.5. Fixine THE BounpARY. — We have reformulated the wave-structure interaction

model (1.2)—(1.4) under the irrotational condition (1.6) into two different ways; (2.3)
and (2.8) in the first formulation, and (2.10)—(2.12) in the second formulation. We pro-
ceed to transform these free boundary problems into problems cast on a fixed domain.
In order to do so, we use the diffeomorphism ¢(t, -) introduced in Section 1.3. We re-
call the definition (1.7) of the differential operators V¥ and 9;. By the definition,
we have

(2.13) VeF=((09) )V = % <_8§;,0;1 8?2?2) v

where we used the notation

31901 52@1)
a frd 5 J = d t 8 .
o= (G 2ue et(0%)

We also have the relation
(2.14) Of f=0uf = (Op) - V9.
Let N = (N;,N,)" be the unit outward normal vector to I' = 9J. In view of (2.13)

we introduce a notation

0 -0
2.15 N¢ = J((8o) " NTN = < 22 1@2) N,
(2.15) ()= ( S5 T )N

Then, we have N¥ = —((N* - V)p)*, which implies that N¥ o ¢~! is an outward
normal vector to I'(t) = 9J(t). Then, denoting ¢; = ®; o ¢ and b, = U; o ¢, the
boundary value problem (2.7) is transformed into

{v (AiVé;) =0 in 7,

2.16
( ) ¢i - ¢i on 827

where the coefficient matrix A; = A;(¢) is defined by
- _ hvw (D202 —O21 D202 —O1¢p2
Ai = Jhy(00) (0 1T:(2 :
@¢) (@) ) J \=01p2 O1p1 ) \—D2p1 D11

The corresponding DN map is defined by
(2.17) Aoty = (N - AiV )|, = N¥ - (hyV?61)

Vi

which is also symmetric and non-negative in L?(I).
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2.5.1. In the case of the formulation 1. By using the diffeomorphism ¢(¢,-) intro-
duced in Section 1.3, we see that the free boundary problem (2.3) and (2.8) in the
first reformulation is transformed into

(2.18) IC+V?- (hV9p) =0 in (0,T)x¢&,
' 8d+ LVee2 + g¢C =0 in (0,T) x &,

under the boundary conditions
(2.19) (=G, N¥?-(hV¥9)=A,0 on (0,T) x 0E,

with the DN map A, given by (2.17).

2.5.2. In the case of the formulation /[. — Similarly, we see that the free boundary
problem (2.10)—(2.12) in the second reformulation is transformed into

¢+ V¥ (hw)=0 in (0,7) x &,
(2.20) Ofv+Ve(3v[*+g()=0 in (0,T) x &,
(Vo)L v=0 in (0,7) x &,

under the boundary conditions
(2.21) (=G, N?-(hw)=Agp; on (0,T)x I,
where v; is found by solving the following equation

(2.22) O — Opp v+ v +g(=0 on (0,7) x I

3 ENERCY ESTIMATE OF A LINEARIZED PROBLEM

In this section we consider the problem (2.20)—(2.22), in which the unknowns are
¢, v, v;, 4, and the diffeomorphism . We recall that ¢; is given by ¢ = (w = Zw 0 @
with a given function Z,. We first derive linearized equations. To this end, we use
an abstract linearization operator denoted with a dot; one can typically think of it
as a tangential or time derivative. In the derivation, we need to introduce so-called
Alinhac’s good unknowns to exclude a derivative loss caused by the dependence on the
diffeomorphism ¢ in the problem (2.20)—(2.22). Then, we derive an energy estimate
for the linearized problem. It turns out that the boundary conditions are weakly
dissipative in the sense [30].

3.1. DERIVATION OF A LINEARIZED PROBLEM. We consider here ¢, v, 1;, and ¢ a solu-
tion to (2.20)—(2.22) satisfying v(0,-) = vi(0,-) on I', where we defined v; = V¢
with ¢; given by (2.16). Using Proposition 2.2, one can replace the boundary condi-
tions (2.21) by ¢ = ¢ and v = v; on (0,T) x I'. This is what we do in this section for
the derivation of the linearized equations.
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3.1.1. Linearization rules and vector identities. For an unknown function f, we de-
note the variation in the linearization by f. Then, we have

(V9 f)=Ve-f = ((079)TV%) - f,
(3.1) (V2f) = V2 f = (099) V4,

07 ) =0f f = (9F¢) - V¥,
where for v = (v1,v2)" we use the notation

vy OJv
7= (St o)

Now, we introduce the good unknown f associated with a function f by
(3.2) f=f-¢-Ver
Thevn, we have the commutation rules (V¥ - f)"= V. f, (V¥ f)" = V¥¢f, and (¢ f) =
df f, or equivalently,

(Ve )=V f+(p-VO)(V?- ),
(33) (Vof) =V  +(p-V?)V¥,

OFf)y =07 F + (- V)T
We will also use several vector identities in the computations of this section. By the
identity (2.2), for any R%-valued functions f and g we have

(3-4) flg-Vu=g-(f-V?)u+(f g7) (V)" v

We note also the identities

55) {vw 9) = (0°1) g+ (0%9)" f
(02f) g = (g- V) f = (V*)* - g+
3.1.2. Linearization of the equation in the exterior domain €. — According to the lin-

earization rules of the previous subsection, the linearized equations of (2.20) have the
form, in terms of the good unknowns,

IC+ Ve (ho+vl) =0 in (0,T) x &,
+g()=0 1in (0,T) x &,
(Vo)t-9=0 in (0,T) x E.

Recalling that w = v — Oy and using (3.5), these equations are equivalent to

¢+ Ve - (bt +wl) = —((V¥ - D) in (0,7) x &,
(3.6) 00+ V(w5 +g0) = —(0- Ve + (V)" - dp)ot in (0,T) x &,
(VAL 9=0 in (0,7) x &,

where we used the last equation to derive the second equation in (3.6). We can regard
the right-hand sides of these equations as lower order terms.
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3.1.3. Linearization of the equation in the interior domain J. We recall that v; =
V¥#¢; where ¢; solves (2.16), so that V¥ - (hjv;) = 0. Using the above linearization
rules, this directly implies that

3.7) Ve - (hity + o) =0 in (0,T) x J,
' o = V¥ in (0,7) x J.
3.1.4. Linearization of the boundary condition ( = (;. — Linearizing the boundary

condition ( = (; on I', we have ( = (;, or equivalently,

(—G=¢-V?(G—¢) on(0,T)x L.
Since (N¥)+.V¥ = N 1.V is a tangential derivative on I', this linearized boundary
condition can be written as
. N?-V?(C-G)
1 [N [?

(3.8)

I

N?-¢ on (0,T)x L.

In this paper we are considering the case where the transversality condition (1.5) is
satisfied. In terms of the transformed variables, this situation is equivalent to |N¥ -
V#(¢ —¢)| = co>0o0n (0,T) x I. Therefore, (3.8) yields

N (-&) on@T)xI
(¢ —¢) on (0, I
N#-V2((=G)
This is the equation that determines essentially the variation of the unknown
curve I'(t).

(3.9) N¥ .=

3.1.5. Linearization of the boundary condition v = v;. — Proceeding as for (3.8), the
linearization of the boundary condition v = v; yields

(N‘P.VSD)(U—’I)i)NSD.(p on (0,T) x I

V="V — |N9"‘2 s

Plugging (3.9) into this identity to eliminate ¢, we obtain

(N2 Vo) —w) 5
¢—G)-

e va-o©

On the other hand, it follows from the first equations in (2.20), and the fact that

97 ¢ =0 and V¥ - (hjv;) = 0, that

(3.10) b=+

0 +w-VeC+hV? v=0  in(0,T)xE,
OG +wi - VPG + Ve v =0 in (0,7) x 7,

where w and w; are defined by (1.11). Now, taking the trace of these equations on I"
and using the matching conditions (¢,v) = ({,v;) on I', we obtain

w-V?(C—=¢)+hV?-(v—v;)=0 onlTL,
which is equivalent to

(N - w)N? - V?(C — )+ hN? - (N® - V¥) (v —v) =0 on I.
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We also note that
(N (N?-V?)(v—v;) = N?- ((N¥)L - V?) (v —v;) = 0.

Therefore, (3.10) is equivalent to

(3.11) {Nw - (ht +w¢) = N? - (hity +wi¢;) on (0,T) x I,

(N#)L -5 = (N9)* -5 on (0,T) x I;
the term w;(; in the right-hand side of the first equation can be viewed as a lower

order term. We note that these conditions are decoupled from the variation of the
diffeomorphism ¢.

3.1.6. Linearization of the evolution equation for ;. — Finally, we linearize (2.22).
In view of v = v; on I, we have 9)¢; = Oy — (Oyp) - v and (;Bi = (;Bi—<,b-von£.
We note also that the equation (2.22) for t; can be written as 97 ¢; + 3|v|*> + g¢ = 0.
Therefore, we see that on I"

(07 65 + 310l + &) = O — (049) v+ w o+ gC
=00t w-v+gl+ ¢ (Ow+gViQ)+w:(¢-V¥).
Using the identity (3.4) we notice that
- (0w +gVe) +w-(p- Vv =¢- (0w + (w- Vv +gV?e¢ — (V)L - v)wh)
= ¢ (0f v+ VP(5]v]* + g0) + (V)" - 0)(9ep) ")
=0,

where we used the last two equations in (2.20). Denoting by ¢ the trace of ¢; on I,
we obtain

(3.12) O +w-v+gl=0 on (0,T)x I

3.1.7. The linearized system in general form. — Gathering the above results, we obtain
the linearized system associated with (2.20)—(2.22). We shall actually deal with a
slightly more general version that include various perturbations, and that will allow
us to handle commutator terms in the high-order energy estimates in Section 7. More
precisely, the linearized equations for the unknowns ¢, #, and ¢ that we are looking
for consist of the linearized irrotational shallow water equations

¢+ V2 (ho+wl)=fi in(0,T)xE,
(3.13) o+ VP(w-9+gl)=fo in(0,T)xE,
(V) 5= fs in (0,7) x €,

under the boundary conditions
N¢ . (hi}—!—wé) = N¥. (hiT}i +fi,4) on (O,T) x I,
(N#)E - (ho) = (N#)* - (hatn) on (0,T) x L,

(3.14)
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where ¥; is given in terms of 1 by

V@ (hit; + fi2) = fir in (0,7) xJ,

(3.15) B = Vi + fis in (0,7) x J,

i = ¥ on (0,T) x I',
while ¢; solves
(3.16) O +w-v+gl=fis on(0,T)xTI,
and where fi, fa, f3 are given functions in (0,T) x €, whereas fi1,..., fi5 are given
functions in (0,7") x J. In addition, the evolution of the curve I'(t) is governed by
(3.17) Nep= T e ey om0y XL

N#-V2(C—G)

Remark 3.1. — If fi; = 0and fi2 = fi3 = fia = 0, then the first boundary condition

in (3.14) can be written as
N? . (ho +w) = Ayl on (0,T) x I,

so that the first equation in (3.14) can be seen as a perturbation of this boundary
condition by lower order terms. This perturbation consists in replacing the elliptic
problem (2.16) for ¢; by (3.15).

3.2. Exercy stimate. — We proceed in this section to derive an energy estimate for
solutions ¢, @, to the linearized equations (3.13)-(3.16). We consider throughout
this section that the diffeomorphism ¢ is given, and therefore do not consider the
evolution equation (3.17). We note that the first two equations in (3.13) for the
unknowns @ = (¢, 57)T can be written in a matrix form as

(3.18) Oyt + 07 (G1 D (w)it) + 05 (GoX(u)d) = f,

where G1, G, and Y(u) with u = (h,w™)T are 3 x 3 symmetric matrices given by

0 ef g wT
o j Y(u) =
GJ (Ej 02><2) ’ (U) (’U} hIdQXQ)

for j = 1,2 with the standard basis e; in R? and f = (fi, f5)T. We note that the
matrix X(u) is positive definite if and only if gh — |w|? > 0, that is, the flow is subcrit-
ical related to the motion of the curve I'(t). Throughout this paper, we assume this
condition. Under the subcritical condition of the flow, (3.18) forms a symmetrizable
hyperbolic system, with symmetrizer X(u); the density of the corresponding energy
function is therefore given by @ - X(u)@, and one readily checks that the energy con-
servation law

(319) 9 (J(3u- S(u)a) + JV? - (g€ +w - 0)(hi +w()) = F.; in (0,T) x &
holds with

Fop=30-0,(JE(w)u+ f- S(u)i.
In view of this, we assume the following conditions on the coefficients h, w, h; and the
diffeomorphism ¢.
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Assumprion 3.2. There exist positive constants cg, My, My, and T such that
h,w, h;, and ¢ satisfy the following properties:

(i) gh(t, J;) lw(t, z)|? = co and h(t,z) < My for (t,x) € [0,T] x €.

(ii) ¢o < hi(t,z) < My for (t,z) € [0,T] x J.

(iii) J(t,x) = det(dp(t,x)) = ¢ and |0p(t, )| < My for (t,x) € [0,T] x R

(iv) l0(h, w)ll 10,11 (8)) + [1Ohill L1 (0,71 (2)) + 00| L1 (0,7;1. (r2)) < M.

Remark 3.3. If we work in the space H™ with m > 4 for the nonlinear problem
(2.20)—(2.22), we may replace the above condition (1v) with a standard and stronger
assumption |[[@(h, w)|[ze(0,r)xe) + [0l L (0,1)x3) + [[000] L= (0,1)xr2) < M.
However, in the critical case m = 3 at the quasilinear regularity threshold, the assump-
tion |[@0p|| L= ((0,r)xr?) < M cannot be acceptable for the nonlinear problem due to
the lack of enough regularity of the contact line.

Noting that by the relation JV¥ - f =V - (J(9p)~1f), we have

(3.20) /EJV@-fz—/FNWf, /jJV‘P-fiz/FN"’-fi,

so that one can integrate (3.19) in space and time to obtain the energy identity
t
B21) B E0) 1y () = 30 5W) 26,0+ [ (For Sy
/ / gl +w-0)N? - (ht + wl),

where (-,-)r2(e) stands for the standard L?(€) scalar product. Now, under Assump-
tion 3.2, (@, X(u)u )L/2(6) is equivalent to || - [|z2(¢), so that one could deduce from the

above identity a control of (u Y(u)a ) by a Gronwall type argument if the last

2
term were not present. The control oth}%s) boundary integral is the central point in
the analysis of hyperbolic initial boundary value problems. The general idea is that
an energy estimate is possible if this boundary integral is non-positive, up to terms
that depend only on the data of the problem. When the boundary conditions have
such a property, they are called dissipative. There actually exist various notions of
dissipativity that focus on the sign properties of the integrand of the boundary in-
tegral, that is, in the present situation, of (g +w - 0)N¥ - (ho + w(). As discussed
in [30], none of them applies here. For this reason, the notion of weak dissipativity was
proposed in [30]; as opposed to the other notions of dissipativity, it deals with the
positivity of the double integral in space and time of the boundary term, rather than
on the integrand. The following proposition gives a basic energy estimate for solutions
to the linearized problem (3.13)—(3.16); the key point of the proof is to show that the
boundary conditions (3.14)—(3.16) are weakly dissipative in the sense discussed above,
and under the subcriticality of the flow.

Prorosition 3.4. — Under Assumption 3.2, there exists a positive constant Cy =
C(co, My) such that any regular solution @ = (C,9),v; to (3.13)(3.16) satisfies,
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with ¢; and v; given by (3.15),

[a()]|72 ey H1E () 1729y < Coe“M{(0)[172(e) + 1I(Bi fi2s fi3, £i.0) (O)[|72(9)
2

+(AWUthNW@rFW%&ﬁ@ﬁ@ﬂﬁﬁﬂmmﬁw)

t
+AH@%&MWWQMAMW@M}
for any t € [0,T7.

Remark 3.5

(i) In the proof of this proposition, we do not use the last equation in (3.13) nor
the second boundary condition in (3.14). These will be used in the next section to
derive an additional boundary regularity.

(ii) The norm for (f1, f2) and A(fi 2, fi,3, fi4, fi,5) in the energy estimate is L! with
respect to time. This is important for application to the nonlinear problem. In fact,
if we replace the L'-norm with L2-norm, then a difficulty would arise.

(iii) In the case fi1 # 0, there is a term ||at(£i||L2(Q) in the right-hand side of the
above energy estimate. However, in the applications to the nonlinear problem, this
term does not cause any difficulties, because the order of derivatives of d,¢; is the
same as that of ©;. See also Remark 6.5 in Section 6.3.

Proof of Proposition 3.4. — Let @ = (,0),%; be a regular solution to (3.13)-(3.16),
and let ¢; and ¥; be given by (3.15). For the sake of clarity, let us first prove the
proposition in the case where fi ; = 0 for 1 < j < 5 in order to make the mechanism
for weak dissipativity more apparent. Under such an assumption, one can use the
boundary condition (3.14) to write the boundary integral in (3.21) as

(3.22) / (8@I +w-0)N? - (ho + wf) = 7/ atijvziN“D - (hity).
r r
In order to control the right-hand side, let us remark that
at(%Jhi|®i|2) = %8t(<]hi)|171|2 + Jhiv; - O
= L0,(Jh)|oi|* + Thits; - V20, + Jhits; - [0y, V€],

where we used the second equation in (3.15) to derive the second equality. Using now

the first equation in (3.15) as well as the observation that [9;, V¥] = —(990;¢)T V¥,
we deduce that

(3.23) O (J(Shilts]?) + IV? - ((—=0pi)hity) = Fyy in (0,T) x J

with

Fi,1 = %(8t(Jh1))|131|2 — J(hl’f)I) . (8¢atg0)T13i.
Integrating this conservation law over J, and using the fact that ¢; = ; on I, yields

d .
— %Jhi\mt/ 8t¢iN“"~(hif;i):/Fil.
dt Jy r 3
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Plugging this into (3.22) and integrating it in time, we see that the boundary term
n (3.21) satisfies

Atﬁ(g5+w.@)N¢.(h@+w§)——(/jhi|@i|z)() (/hl’vll // »

it is therefore non-positive, up to terms that depend only on the data of the problem
and lower order terms. This is the weak dissipative property that allows us to derive
the energy estimate of the proposition.

We now derive the energy estimate of the proposition with full details and without
assuming that f; ; = 0 for 1 < j < 5. In the above argument, that is, without these
terms, a key point was that the boundary integral obtained when integrating (3.19)
over € corresponds exactly to the boundary integral obtained when integrating (3.23)
over J, thanks to the boundary conditions (3.14)—(3.16). Since now f; 4 may differ from
fi,2 on I, this is no longer the case. However, by using a standard smooth extension
operator which maps a function defined in the interior domain J into that in the whole
space R?, we can construct a function f; defined in (0,7) x & satisfying

(3.24) {f4 = fi2 — fia on (0,7) x I,
107 fa) | e ey SN10F (fiz — fia) Ol r(gy for t € [0,T], j,k=0,1.

Then, the first boundary condition in (3.14) can be written as
(3.25) N# - (bt +wC + f4) = N? - (hid; + fi2) on (0,T) x I

and we can also modify the conservation laws (3.19) and (3.23) by adding lower order
terms, so that (3.25) can be used to match the boundary contributions. More precisely,
by (3.13) and (3.15), we have

O(J(Ju-B(uw)a+ - f2)) + IV? - (g€ +w - 0)(ho + wl + f1)) = Fon
n ( ) ) X §’
O (J(Shi|ts]® + i - fi2)) + IV - ((fis — 0eds) (it + fi2)) = Fin
n (0,7) x J,

where F;; and Fj; are collections of lower order terms and given by

Fe,l =

3 (O (TSW))i+ 0 (T fa) + TS (w)a- (MY ) + T fo - fu
F1=1(0

L(Thi))[6i]? + @ - 0¢(J fi2) + T (fis — Oei) fin
J(hiti + fi2)) - (V2 fis + O fiz + (020u0) T (fiz — 1)),
and we compensated the densities of the energy by adding the terms Jo - f; and

J¥; - fi2 to control boundary terms. Here, in the calculation of Fj; we used the
identity [0;, V¥] = —(090:¢)TV¥. In view of these equations, we define an energy
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function &(t) = &,(t) + &(t) by
/{J %’CL U+U f4)+)\0‘f4| }

s1*)},

= /{J(%hi\f}i\z + 0 - fi2) + Aol| fial?
J

where )\g is a large positive constant depending on ¢y and My such that the energy
function &(t) is equivalent to

E(t) = [|(@, f)(0)l[72(e) + (@1, fizs i3) (DN T2 e

Such a choice of Ag is possible thanks to Assumption 3.2 (i)—(iii). By the relation
(3.20) we obtain

d . .

S at) = / (86 +w - )N - (b + wl + f2) + / Fos,

dt r €
(3.26) 4 r V e

&éi(t) =- / (fis = 0tdi)N? - (hivs + fi2) + /Fi,2a

r J

where Fe 9 = Fe 1+ 2)\0f4 8tf4 and Fl 9 = E 1+ 2)\0(f1 6th 2+ fl 8th ) Adding
these two identities we obtain d é"’ f e Fea+ fj F; 2, because the boundary terms
are canceled due to the boundary condltlons (3.16) and (3. 25) Let a(t) be a non-
negative function, which will be determined later, and put A(t fo a(t’)dt’. Then,
we have

FHEOO) st = ([ Foasr [0,

¢
sup E(t’)e_A(t/)—i—/ a(t)E(te AW ay
0

0<t/<t

so that

t
+/ (/ Fe,2|+/|Fi,2|> e~ AW g/
0o \Je il

We can easily evaluate the term [, |Fe 2| and [ |Fi 2| and obtain

/|Fez|+/|ﬂz|<w B+ VEDF () + Fa(t),
where

A (t) = [|0su(t) | Lo (g) + 10ehi(t) | e 2) 4 10:0p (1) || Lo (m2)
F1(t) = |(fr: f2) D)l L2e) + [10(fi2s fiz, fias fis) (D)l 2(9),
Fo(t) = H(at(lghfi,5)HL2(j)||fi,1||L2(J)

Now, we choose the function a(t) as a(t) = Co.#(t) with a sufficiently large positive
constant Cy depending on ¢y and My. Then, the term related to 4 (t)E(t) in the
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right-hand side can be absorbed in the left-hand side. As for the term related to

VE() Z1(t), we see that
t ’ ’ 1/2 t 1 ’
/ VE)F (e A a < ( sup E(t’)e—A(”> / F1(t)e 24y
0 0

o<t/ <t
2

| K ’
<e sup B(t)e A0 4 = </ Ty (t)e 7 AU )dt’)
0

o<t/ <t
for any € > 0. By choosing ¢ sufficiently small, then the first term in the right-hand
side of the above equation can also be absorbed in the left-hand side. Therefore,
we obtain

t 2 t
B0 s (B0 + ([ A0 ) + [ F)e A Oar),
0 0

Moreover, thanks to Assumption 3.2 (iv), we have 0 < A(t) < CyM;. These estimates
together with (3.24) to evaluate f4 give the desired energy estimate. |

4. ADDITIONAL BOUNDARY REGULARITY FOR THE LINEARIZED PROBLEM

In this section, we continue to consider the linearized problem (3.13)—(3.16). In view
of (3.17), which is essentially the equation for the variation of the unknown curve
I'(t), we see easily the importance of obtaining a boundary regularity for ¢ on I
Contrary to the case in horizontal dimension d = 1 analyzed in [29], in the case d = 2
the boundary conditions (3.14)—(3.16) are not strictly dissipative but only weakly
dissipative in the sense of [30]. As a result, one cannot control the boundary integral
fOT |ﬂ(t)\2L2(£)dt in terms of the natural energy function E(t) used in the previous
section by the general theory such as the trace theorem or more sharper estimate in
[50]. Nevertheless, one can actually control the component fOT [46) QLQ( rydt by taking
a better advantage of the structure of the boundary conditions (3.14) and obtain the
following proposition.

Prorosition 4.1. — Under Assumption 3.2, there exists a positive constant Cy =

C(co, My) such that any regular solution @ = ({,v), 0, ¢; to (3.13)~(3.15) satisfies

t
/0 ISt 72(pydt’ < CO{(l +t+ M) sup ([at)]72ee) + (B fiz, fi.a) () 72))

0<t/<t

t 2
+ ( / (s for 1))l o) + |<fi,1,a<fi,2,fi73,fi,4>><t’>Lm))dt') }
for any t € [0,T].

Remark 4.2. — In the proof of this proposition, we do not use the evolution equation
(3.16) for i, which was used to derive the basic energy estimate in Proposition 3.4.

By this proposition together with the energy estimate in Proposition 3.4, we can
control the boundary integral || £2((0,7)x)- Such an additional boundary regularity
estimate is crucial to control the unknown curve I'(t) in the nonlinear problem. In the
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rest of this section, we will prove this Proposition 4.1 by using characteristic fields
related to eigenvalues of the boundary matrix for the exterior problem (3.13) together
with Rellich type identities for solutions to the interior problem (3.15). For the sake
of clarity, the main ideas of the proof are first explained on a simple toy model.

4.1. THE TRACE ESTIMATE FOR A TOY MODEL. — We prove here the new trace estimate
of Proposition 4.1 on a much simpler model, in order to better expose the main
ideas. The toy model consists in taking w = 0, h = h; = ho, f; =0 (1 < j < 3),
fi2 = fia =0, and ¢ = Id in (3.13)—(3.14); moreover, we consider a simpler geometry
inwhich§:Ri:R+xRandQ:R3:R,stothatL:{xl:O}. The toy
model we consider in this section is therefore

¢ +heV-5=0 in (0,T) x R%,
(4.1) o0 +gvVi=0  in(0,T)xR2,

Vi 9=0 in (0,7) x R2,

under the boundary condition
(4.2) ov=1v; on (0,T)x {z; =0},

where ¥; solves

(4.3) {V B=gi1  in(0,T) xR2,

VL cUp = 9i,2 in (O,T) X RQ_

Here, g;;; and g; 2 are given functions. The equivalent of Proposition 4.1 for this toy
model is stated in the proposition below.

Prorosririon 4.3. Any regqular solution (C,9,7;) to (4.1)—~(4.3) satisfies
¢
/0 ()22 (fay oy At < C{(l +1t) sup (||(C>T1)(t/)\|%2(ki) + 1572 g2))

o<t <t
t
n ( | N2 ®)l2e2 )dt')
0

2

|

for any € [0,T].

Proof’

Step 1. Characteristic fields. The boundary matrix for the hyperbolic system in (4.1)
ggl h‘g?), whose eigenvalues are 0,=+/gho. Denoting v = (v1,72)7,
we put & = \/gTO ¢ + hoty and 8 = hgts, which are the characteristic fields of the
boundary matrix related to the eigenvalues \/gTo and 0, respectively. Then, we see
readily that

is given by (

{@o'z + /8ho 01& + /gho 202 = 0,

OB + gho02¢ = 0,
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so that 209,(a% + %) + L\/gho 1 (&% — 3?) + gh02(Ct2) = 0. Therefore, introducing
&o(t) = & [ro (&% + B?%), we deduce that
a

d~ 1 ~2 22\ __
dt&Jt)béxrﬂ}Q\/ghoO%ﬂ )= 0.

Step 2. Boundary integrals. — Denoting &.(t) = % [. (8C% + ho|9[?), the standard
*

energy estimate for the hyperbolic system in (4.1) yields

d o —
Eébe(t) - /{xl:o} ghOCvl =0.

Remarking further that
$Vgho (6% — 5°) = %(gh0)3/2§2 + 23/gho ((hot1)? — (hot2)?) + gholi1,

we have

. d  ~
Hgh*® [ cﬂzm@%@—&ﬁ»+;wwwﬁlmwgﬁ—@ﬂ

{z1=0}

Step 3. Rellich type identity. Using the boundary condition (4.2) and Green’s iden-
tity, we can rewrite the last boundary integral as

| @i ()
{z1=0} {z1=0} 7
= /2 V- [(17122 — 1'1%1)61 — 2017 2€2).
R=

Here, one see easily that 3V [(13122 —ﬁﬁl)el — 201103202 = —(V-0) 0,1 4 (V4 0;)1 2.
Therefore, by (4.3) we get

wemnt [ @i-i) = [ @
{$1 =0} Rz
with G = \/g%hg(—gi,ﬂ?u + 91,217i,2)-
Step 4. Conclusion. — Integrating the identity obtained in Step 2 and using the Rellich
type identity obtained in Step 3, we get

t t
Hgho)®”? [ I e, mopd? < 0+ 60 + [ G
from which the estimate of the proposition follows directly. O

4.2, Cuaracreristic FiELps. — This section corresponds to Step 1 of the proof of
Proposition 4.3 for the original system (3.13). The difference is that one has to handle
the non trivial background (h,v) and the lower order terms, to track the dependence
on the diffeomorphism ¢, and to take into account the influence of the curvature of
the boundary I'. By (3.13), we have

(4.4) O +w-VPC+hV¥ 0= f1 —V?h-0— (V?-w)¢ in (0,T) x &,
' 00+ (w-V?)o + gVl = fo + fywt — (0%2w)™o  in (0,T) x &.
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Here, we used the last equation in (3.13) to derive the second equation. The corre-
sponding boundary matrix is given by J~}|N*®|M, where

M= (nw Cw h(n“”)T )

gn¥ (n%-w)ldaxs

with n¥ = N¥¢/|N%|. The eigenvalues of this matrix M are £A1 = n¥ -w £ y/gh and
Ao = n¥ - w, and related characteristic fields are \/gh{ £ h(n® - %) and h(n®)* - 9,
respectively. We note that under Assumption 3.2(i) it holds that Ay > A_ = 1.
It is natural to expect that these characteristic fields would be useful, so that we
introduce the following quantities: we first extend the unit outward normal vector N
to a vector field in C§°(R?) and take a cut-off function y;, € C§°(R?) such that xj, = 1
near the boundary I and |N| > % on supp xp. Using this extended vector field IV,
we can extend naturally N¥ = J((0¢)~1)TN to a vector field in the whole space R?;
see (2.15). We note that under Assumption 3.2(iii) it holds that |[N¥| 2 1 on supp xp
so that ypn¥ is defined as a vector field in the whole space R?. As in the previous
section, we use again the function f; defined in (0,7") x € satisfying (3.24). Then,
we introduce new quantities & and £ by

{a = xb(VERE + 0 - (b + f)),
B = Xb(nso)J_ : (hﬁ)v

where we compensated the characteristic field & by adding the term n¥ - f4 in order
to make the following calculations simpler.

(4.5)

Remark 4.4. — In the above definition of &, we used a characteristic field related to
the eigenvalue M. Instead of this, we may use a characteristic field related to the
eigenvalue A_. Even if we use both of them, one cannot obtain any further estimates.

Tt follows from (4.4) that
{(c’% +w- V) + V¥ - (xu(y/ghho + ghtn?)) = g1,
(0 +w-V?)B+ Ve (xpghl(n?)t) = g,
where
g1 = (0 +w- V) (0o v/8h)C + (9 +w - V2) (xuhn?)) -
+ (0 +w - V) (xon? - fa) + V2 (xu\/ghh) - + (V¥ - (xpghn¥))C
+ Xb{@(fl —V¢h-9— (V2 -w)C) +hn? - (fo+ fw" — (3WW)T’D)},
92 = (0 +w - V) (xph(n®)1)) - 5+ (V¥ - (xvgh(n®)1))C
+ xph(n?) - (fo + frwt — (0%w)T0).
These equations imply that
10:(a2) + V¥ - (3a%w) + aV¥ - (xb(\/ghht + ghln¥))
(4.6) =ag + 5(V? - w)a?,
300(B%) + V¥ - (35%w) + BV¢ - (xvgh((n?)*") = Bgz + 3(V7 - w) 3>
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Here, we see that
av? - (xu(V/ghho + gh(n?)) + BV - (xvgh(n?)*()
— AV (@((a —xon? - fa)n® + B(n“”)L))
+5v7 - (Veh(a - xon® - (ho + 1)) (%))
= V7 (Veh(3a*n® + aB(n?)*)) = Bxu/ghhn? - (n*)* - V#)i + Gy,
where

Gr=3(V7 - (Vehn?))a®
(% (V) ) — (V7 - (xu/glhn® o (1)) ) i
—ave. (@Xh(”w - fa)n¥) — V7 (\/gTLXb(n@ - f1)(n®)").
Moreover, by the identity (3.4) together with the last equation in (3.13) we have

—Bxp\/ghhn? - (n®)* - V)5 = —V¥(3/ghB’n?) + G,

N =

where
Ga = 5(V¥ - (\/ghn?)) B* + B{xv\/&hhfs + \/gh((n? - V¥) (xph(n?)*h)) - 0}.
Therefore, we obtain
(47) av? - (xo(v/ghhi + ghln?)) + FV? - (xpgh(n?) ()
- Ve (@(%( W2 = F)n® + aB(n)")) +G1 + G,

Furthermore, we have

(4.8) Jw(@®+B%) +/gh(5(a® = B +af(n?) ") = L(Aa® = A_B*)n? +fi(n?)*,
where

{)\ :\/>:I:n@ w,

fi= (o)t - w)(@® + B + \/gha.

Adding two equations in (4.6) and using (4.7) and (4.8), we obtain
49) 0 (La(a2 + B%) + JV*- (a(%(A+d2 AP + g(nW)L)) — G,
where @ is an arbitrary function which will be determined later by (4.12) and

Gs = aJ(ag + Bg2 — (G1 + G2))+5(0(a) +aJ (V¥ - w))(‘5‘2 +5?)
+JV¥a- ($(Apa? = A_F%)n? + i(n)*).

In view of this, we define another energy function g’;(t) by
~ 1 y
(4.10) Gelt) = 5 / aJ(a? + B?),
&
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which can be controlled by the energy function E(t) defined in the previous section.
Then, by (4.9) we have

d ~ 1 .
(4.11) Sh) - = / AN (M — A_f?) = / Ca.
4.3. Bounpary iNTEGrRaLs. — This section corresponds to Step 2 of the proof of

Proposition 4.3. Integrating the identity (4.11) with respect to time ¢, we see that
the boundary integral fot ([p alN?|(A+G? — A_j3%))dt’ can be controlled by E(t). On
the other hand, by the first identity in (3.26) the boundary integral

At</p(gé+w'f’)]\“"'(hﬁ+w§+f4))dt/

has also been controlled by E(t). Now, we proceed to relate these two boundary
integrals to another one, which is equivalent to fot (fp¢?)ar.

By the definition (4.5) of the characteristic field & and 3, on the boundary I" we
have & = A_C 4 n? - (hv + wC + f4), so that
La|N?| (Ara? — A_B?) = a|N?| {%M)\sz + A A_Cn® - (o + wC + f4)

y x 2 02
+ 3 (07 - (b0 + wl + )" = S (09)F - (h0) .
Similarly, on I" we also have

(gl +w - 0)N? - (ho + wl + f4)
= N A n® - (o + € + )+ EOh = A (07 - (0 4+ + f2)°

h
+ () ) (n9)- - (b)) = (0 - w) (0 - f2) )0 - (b -+ wl + f1) }.

In view of these identities, we define the function a used in the definition (4.10) of
the energy function &, (t) by

1
4.12 ==
( ) “ h

in order to equalize the coefficients of the term (n¥ - (ho + w¢ + f4) in the right-hand
sides of the above two identities. In other words, we can cancel out this term from
the two boundary integrals. In the following, we fix the function a by (4.12). Then,
by the above two identities together with the boundary conditions (3.14) and (3.25)
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we have

$a|N?|(Aya? — A_B%) — (gl +w - T)N? - (ho + wl + fa)

i (roitét (6o s ) - 00
() w) (@) ua) — ) - ) (07 - i + 1)}
|N¢ DX 4 I (07 (i + £i2)" = (09)* - (it + fi2))?)

((”W) )(( ) “(hits + fi2 )) (n“” - (hyoy + fi,Q))
A () fi2) ()" - (Bt + fi2)) — 3A—((n9)F - fia)
+ (w - fi2 — (n¥ - w)(n? - fi,4)) (n‘P - (hity + fi’z))}

on I', where we used the first condition in (3.24). Therefore, we obtain

2

i) [ A e &G - ) + [ (R Go) + RO+ R0 + 0,
where B :
L(t) = /F A-IN7] ((( PYE - (hidi + fig))” — (n? - (hiis + fi,2))2)a
/ ‘Nﬂ cw) ((n?)h - (hiti + fi.2)) (0% - (hitsi + fi2)),
N A () fi2) (1) - (s + i) = A= (%) o)’
(- = (0 00”0 (0 - (b + fi2)) }-
4.4. Revuicn Tvee oEnTiTiEs. — This section corresponds to Step 3 of the proof of

Proposition 4.3. We proceed to evaluate the above boundary integrals I (t), Iz(¢),
and I3(t). In view of the second equation in (3.15), n¥ - and (n¥)L - #; are, roughly
speaking, normal and tangential derivatives of ¢;, which satisfies a second order ellip-
tic equation in the interior domain J. Rellich type identities give some relations of
boundary integrals for such derivatives. We first prepare the following identity. The
important point here is that the derivative on ¢ in the right-hand side only appear
through a dependence on V¥ - ¢ and (V¥#)+

Levmva 4.5, For any R?-valued functions f and q, we have

{0 = D) 2 U ot
= (VN0 = (fF ) +2(V7 - [ 9(F -a)
+2fP{(a- V) + (- V) a+ (- )VF - a= (1 @)(T9)* - af.
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Proof. By a direct calculation, we have

(0P - Ut ) f 2 o f )
= (V2 D((f 0P = (- @") +29% - F)F - ) a)
2DV + (5 VO + (VIO = (V) |
F2Afq)(f (- Vg + f(fV9)a)
+2(fT ) (- (fF- Vg~ (- V¥)a).

Here, as for the second line in the right-hand side we see that

F-a)((f - VO + (VO + (o) ((FF- Vo) fF = (F - VO£
=((f- - VO+(U ) VONF+ (g V) + (g (f- V) fF
=1f1*((q- V) f + (¢" - V2) ).

As for the third and fourth lines, we use the identity (3.4) with ¢ = f* and that
obtained by replacing V¥ with (V¥)1 to obtain

{f (f- V) g+ fL(fE Vg = [ fPVE g,
Fo(fr Vg fL(f - VP)g = —|fA(V¥)*

Therefore, we obtain the desired identity. O

Now, we transform the boundary integrals I;(¢) into integrals over the interior
domain J, which can be controlled by the energy function E(t) by using the identity
in Lemma 4.5. To this end, we need to extend the functions h and w defined in
the exterior domain & smoothly to those in the whole space R?. By using a standard
smooth extension operator, we can construct functions h; . and w; defined in (0,7) xJ
satisfying

hix =h, wi=w on (0,T)x I
infyeg hiv(t,2) 2 infyce h(t, x) for ¢t € 0,17,
107 hi (D) lwrooe (3) S N0/ R(E) e gy for ¢ € [0,T], j,k = 0,1,
107 wi (t) [w.oe ) S 18] w(®)llwre ey for t €0,T), jik=0,1.

(4.14)

Accordingly, we can extend Ay smoothly by

A+ = xb(V/8hix £0% - wi).

Then, we have the following lemma.
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Lemwva 4.6. It holds that I;(t) = fl JGi; for j =1,2,3, where
Ga = (V7 (i) (@) @) = (0 0?)
~ (v (03 09 (09 a) (0* - )

— Xb 21»* {((Cji . V‘P)nw + (qli- . Vso)(nSO)J.) G+ (nsa . C]i)fi,1

1,%

- ((nip)l “Gi) ((V“"hi)L O+ (V)L fis (VP9 fi2) }7

Gis = (Vw - (xo (n“;)*-wa n“’)) ((n?)* - G) (n? - )
(

i,

(V2 (B o)) (1) @) — (0 - 3)?)
n®)L - w; 3 ) ) ]
+ Xb%{((qi . VW)(nw)i _ (qil . vw)(nw)) i + (n? - Qi)fi,l

+ ((n®)* - G) ((V‘Phi)L SO+ h(VO)L - fis + (V)L fi2) }7

Aj,— il + - 1
Gis = (V“” (xb T (n?) 'fi,z)) (G — 5 fi2)
+ (V@(thi* (wi < fiz — (07 wp)(n? - fi,4)))) “Gi
h_l {Ai,f ()L - Fi2) (VER) - 05+ B (VE) - fis + (VO - fi2)
+ (wi - fiz — (0% - w)(n? - fi,4))fi,1}
with § = hi®; + fi2.

+ Xb

Proof. — In view of (3.20), for any function f; and g; defined in J we have
/ IN?|fi = / N¥ - (fin® + gi(n?)")
r r
= [ 797 (ufin® + a(n9))).
Therefore, we can choose Gj 1 as )

Gin =V (g { () @) — (07 - )2 = 20 - @) (1) - @) (n?) "} ).

th,*
Here, we apply Lemma 4.5 with f = n¥ and ¢ = ;. Moreover, by (3.15) we have
V?.- g = fiq,
(4.15) @ =fia
(VO Go= (Vehi) " - 0+ ha(V2) - fizs + (V2)" - fia

Hence, we obtain the expression of Gj; in the lemma.
Similarly, we can choose Gj 2 as

(n®)* - wi

Gio =V¥?. (Xb T

2(0) @) 0 @07 + (1) 0% = (07 3)) (09}
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which together with Lemma 4.5 with f = (n¥)1 and ¢ = § and (4.15) yields the
expression of Gj 2 in the lemma.
Finally, it is straightforward to calculate Gj 3. In fact, we rewrite I5(¢) as

i,%

I3(t) = /F{(N“")l : (%_((n@)L fi2) (@ — %fnz))

(wi- fiz — (0% - w;i)(n® - fiA))C'?i) }

1,%

+N*"-(h1

Therefore, we can choose Gj 3 as

Gis = (V¥)*- (%((HW)L - fi2) (G — %fi,Q))

i,%

1 3
+ VY. (h~ (wi - fi2 — (0¥ - w;)(n? - fi,4))(Ii>>
i,%
which together with (4.15) yields the expression of Gj 3 in the lemma. |
4.5. COMPLETION OF THE ADDITIONAL REGULARITY ESTIMATE. It follows from (4.13)

together with Lemma 4.6 that

t t
/O () oyt S Eolt) + £.(0) + / (1(Fo, G) () s )
+ 1(Gi1, Gi2, Gis) ()| L)) dt'.

Here, under Assumption 3.2 we see that

Ee(t) + &) S (@ f)(BI72e):
[(Fe, G3)] S (1+[0(h,w, 89)) (@, fa)* + [ (@, f)||(f1, fa, f3, B fa)],
S 1Gil S U+ 10(hs, hies wi, 00) (5, fiz, fia) 2

+|(0, fi2, fi) | (fi1, 0(fi2s fizs fia))]-

These estimates together with those in (3.24) and (4.14) imply the desired one. O

5. CONSTRUCTION OF A REGULARIZING DIFFEOMORPHISM

In this section, we construct the diffeomorphism (¢, ) from the unknown function
~(t,-) as was mentioned in Section 1.3. In order to close the estimates for the solutions
to the nonlinear problem, it is important to use a regularizing diffeomorphism, whose
regularity index is 1/2 larger than that of 7. Let I" be a positively oriented Jordan
curve of C'*°-class and suppose that I’ is parameterized by the arc length s as x =
z(s) = (x,(s),25(s))T for s € Tr. Then, it holds that |2/(s)| = 1 and that n(s) =
—z'(s)*, where n is the unit outward normal vector to I" pointing from J to £. We also
have z'(s) = k(s)2'(s)*, where s(s) is the scalar curvature of the curve I" at z(s).
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5.1. NORMAL-TANGENTIAL COORDINATE SYSTEM. For ro > 0, we define a map 6 :
(=ro,70) X Tp, 3 (r,8) = O(r, 5) € R? by

(5.1) 0(r.5) =) + () = (£ F )

25(s) —ray(s)

and a tubular neighborhood Ur of I' by

Up ={z=0(r,s) e R*|(r,s) € (—ro,m0) x T }.

Then, the Jacobian determinant of the map 0(r, s) is given by det(%e((r’:’;‘))) =1+
r(s). Therefore, if we take rg > 0 so small that ro|s|ge(r,) < 1, then the map
0:(—rg,ro) x Tr, — Ur is a C*°-diffeomorphism. In the following, we fix such a con-
stant o > 0 so that Ur is also fixed. Each point of the neighborhood U can there-
fore be uniquely determined by its normal-tangential coordinates (r, s). Associated
with these normal-tangential coordinate system, we can define normal and tangential

derivatives of functions f defined in the tubular neighborhood Up by
(52) (Dnorf) of = ar(f © 9)7 (Dtanf) of = as(f © 9)

Then, we have
(53) anor - M : v7 Dtan = I : V?

where T 0 6 = (1 + rk(s))z’(s) and N o § = (—z'(s))*. We note that 0,0, and ¢an
commute with each other. Conversely, we have a decomposition

1
A4 =N nor —= T0an-
(5 ) V =Nb + |Z|2 [

Now, we impose the following assumptions on the unknown curve I'(t).

Assumprion 5.1. In the normal-tangential coordinate system (r, s), the curve I'(t)
is parameterized as a graph in the form I'(¢) : r = (¢, s) for s € Ty. Moreover, there
exist positive constants dg, My, and T" and real number mg > 1/2 such that ~ satisfies
the following properties:

(i) |y(t, s)| < ?f£%i§5 for (,s) € [0,T] x Ty.

(11) |85’}/(t, ')IHWD(TL) < 2M0 for t € [O,T}

5.2. CHOICE OF A REGULARIZING DIFFEOMORPHISM. — Under this Assumption 5.1,
we are going to construct the diffeomorphism ¢(¢,-). We first extend the function
Y(t,s) on [0,T] x T, to a function y**(¢, 7, s) on [0, 7] x R x T, which should satisfies
et —o = 7. We choose such an extension by v***(t,r, s) = (x(er(D))7(t,-))(s) with
a small parameter € > 0 which will be defined below, where x € C§°(R) is a cut-off
function satisfying suppx C (=1,1), 0 < x(r) < 1, x(r) = 1 for |r| < 1, and
IX'(r)| <14 6o, and (D) = (1 — 9?)/2. We define a scalar function R(t,7,s) by

R(t,r,s) =1+~ (t,r,s)x(r/ro).
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By Assumption 5.1 we see that

v(t, 5) Y (t, 1, 8) — ()

OrR(t,r,s) =1+ e X' (r/ro) + o X (/7o)
+ (0,7) (t, r, 8)x(1/T0)
do
> —
= 1 + 50 EC(mg)(l =+ 50)M0,

where C(my) is a positive constant depending only on mg. Therefore, if we take £ > 0
sufficiently small, then we have 0,R(t,r,s) > do/2(1 + do), so that R(t,-,s) : R - R
is a diffeomorphism for each (¢, s). In the following, we fix the parameter ¢ > 0 in this
way. We note also that R(t,-,s) : (—rg,r0) = (—r0,70) is a diffeomorphism. In order
to construct a regularizing diffeomorphism, we use this diffeomorphism R to modify
the map 6 by 6(t,-) : (—ro,70) x Tp, — Ur with

(5.5) 0(t,r,s) = z(s) + R(t,r, s)n(s).

Then, we see that

det(ag((ii;’)s)) = (B, R(t,r,5))(1 + R(t,7, s)r(s))
> 2(15;350) (1 —rolklLee(r,)) >0,

so that 0(¢,-) : (—ro,70) X Ty, — Ur is a diffeomorphism, and we also have 0(¢,r, s) =
(r, s) for |r| ~ ro. Now, we define the diffeomorphism ¢(t,-) : R? — R? by
6(t,67'(y)) fory e Ur,
p(t,y) = -
Y fory ¢ Up.
We can easily check that this diffeomorphism (¢, ) satisfies the desired properties,
that is, ¢(t,-)). : € = E(1), ¢(t,-)), + I = I(t), and p(t, )|, : I — I'(t) are all
diffeomorphisms and that it does not change the orientation. Throughout this paper,

(5.6)

we use this diffeomorphism.
This diffeomorphism is decomposed as ¢(t,y) = y + ¢(¢, y) with

B(t,0(r,5)) =™ (t, 7, 5)x(r/ro)n(s).
We proceed to evaluate this perturbation term ¢ in terms of 7. Here, we recall the
norm |y(t,-)|m for a non-negative integer m, which was introduced in Section 1.4.
The fact that the diffeomorphism ¢(t,-) is regularizing allows us to control m-th
order derivatives of ¢(t,-) not only in L?(R?) but also in L*(R?) by |y(t,*)|m-

Lemma 5.2, — For any multi-inder o = (ap, a1, a0) satisfying || = m and any
p € [4, 0], we have

(1) 10%@(t, )| L2nra@z) + 10°6(E, ) L2(r) < ClY(E, ) |m;

.. o~ 1/242 1/2-2

(i) 19°B(t, )l ry < Ot a2/ e ) 37
(iii) 8@t L2 rey < Clv(E 2y [yt ik if 01 + g > 1;

where % = 0;°0705* and C > 0 is a constant depending on ry and €.
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Proof. — Tt is well-known that the extension y**'(¢,-) of v(t,-) gains 1/2-regularity
in the sense that it maps L?(Ty) into H'/?(R x Ty) continuously. This fact together
with the embedding HY/2(R x T;) — L*(R x Ty) implies ||/ ~*<t(¢, Mwrame)y S
|67 ~(t, k(- Using this, we obtain the estimate for [[@%@(t,-)||p2are@2) in (i).
On the other hand, evaluation for |@*®(t,-)|2(r) in (i) is straightforward. By the

1/242 1/2—2
S 2PN 1R,

the estimate in (ii) follows from (i). As for (iii), we note that a can be decomposed
as @ = o’ + o with o/ = (0,1,0) or (0,0, 1). Therefore, by the Gagliardo-Nirenberg

interpolation inequality ||V f||z2®2) S ||Vf||L4(]Rz)||f||L4(]R2 we see that
s o ~ 1/2 o ~
107G (1) 222y < IV B iteey 19 B0 ey

1/2
S @122,

where we used (i). This shows (iii). O

Gagliardo-Nirenberg interpolation inequality ||f||L»(®2)

6. GOOD UNKNOWNS AND THEIR EQUATIONS

In this section, we consider the nonlinear shallow water model (2.20)—(2.22) for the
unknowns (,v and t;, and the diffeomorphism ¢, which was constructed from the
unknown curve I'(¢) by (5.6). We first introduce in Section 6.1 the good unknowns
associated with the highest order derivatives of order m of (, v, and 1, as well as for ¢;
and v; = V®¢;, with ¢; given by (2.16); we insist on the fact that the good unknowns
associated with ¢; are of second order, in the sense that they contain subprincipal
terms. In Section 6.2 we derive the equations satisfied by the good unknowns in the
exterior region € near the boundary, and therefore in normal-tangential coordinates.
When only time and tangential derivatives are involved, the procedure is similar to
the linearization performed in Section 3.1, but one has to keep track of additional
source terms due to the fact that high order derivatives are not exactly linearization
operators. When normal derivatives are involved, despite the fact that the problem
is partially characteristic, we manage to express them in terms of quantities that
contain only time and tangential derivatives. In Section 6.3, the equations for the
good unknowns are derived near the boundary, but this time in the interior region J.
Since the equations satisfied by ¢; is of second order, it is crucial to use here the second
order Alinhac good unknowns. In Section 6.4 we proceed to apply time and tangential
derivatives to the boundary conditions on I" and to rewrite the resulting equations
in terms of the good unknowns. Using the Cartesian coordinates, equations for the
good unknowns far from the boundary are derived in Section 6.5. Finally, we derive
in Section 6.6 equations for the highest order derivatives of the parametrization =y of
the free boundary I'(t); see Assumption 5.1.

6.1. DEFINITION OF GOOD UNKNOWNS AND DIFFERENTIATION RULES. — In Section 3.1,
we provided derivation rules that allowed us to write the linearization of the equa-
tions (2.20)—(2.22) in a convenient way. We showed that for an unknown function f,
we could associate its variation in the linearization, denoted by f , but also a good
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unknown f = f—¢- V¥ f. The key observation was (3.3), that expressed the fact that
we have the commutation rules (V¥ - )= V¢ f, (V¢ f) = V¢f and (97 f) = 0f f.
In this section, instead of linearizing the equations, we want to derive the system
deduced from (2.20)—(2.22) after multiple differentiation in space and time. We first
introduce in Section 6.1.1 the associated good unknowns and then derive some useful
differentiation rules in Section 6.1.2.

6.1.1. Definition of the good unknowns. — Since it is natural to use the normal and
the tangential derivatives dnor and dgan defined by (5.2) instead of the Cartesian
derivatives 0; and 02 near the boundary I', we are led to introduce the following
notations. For a multi-index a = (ag, a1, ) = (v, a2), we write

0% = 970071052, 0¥ =90 002 and Dﬁl = 0700
Note that if a1 = ag = 0, then 8¢ =02 = Dﬁ” = 0;°. Inspired by the considerations
of Section 3.1, we also define

9°f =0°f — 9% - V¥4,
04 f =0"f — 0% - V¥f,

B =0~ 0 VP,

Let u = (¢,v™)T, 41, and ¢ be a solution of (2.20)—(2.22), and let v; = V¥¢;, with ¢
solving the elliptic system (2.16). We now introduce the good unknowns associated
with these quantities.

If a = (4,0,0), which means that we only differentiate in time, then we define

) = 8% and i)i(a) = 8%,

As for the good unknown for 5‘{ ¢i, we need to compensate a lower order correction to
the standard definition of good unknowns due to technical reasons; see Remark 6.5
below. Here, for a = (5,0,0) we adopt the following definition

Y =y — (D) - VP — (DI ) - VP
=8 — (3] ) - vi — (0] ) - Dy

If a = (ag, a1, ag), with a1 +ag > 1, that is, if the derivatives include spatial ones,
then we need to separate the good unknowns into those supported near the boundary
and far from boundary. Let x1, € C§°(R?) be a cut-off function such that y, = 1
near the boundary I' and that its support is in the tubular neighborhood U of the
reference curve I’ defined in Section 5.1. We also introduce other cut-off functions
Xe, Xi € C(R?) such that their supports are in & and J, respectively, and that
Xb + Xe + Xi = 1 holds.

— Near the boundary I', the good unknowns are then defined by

a(*) = xp0®u  and Tji(a) = xp0Mv;;
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as for ¢;, as in the case of time derivatives, we need to compensate lower order
corrections and define the good unknown by

o —wfora - X (§)@%) 0.

Ba
1812|al—1

Moreover, if the derivatives do not include normal ones, then we write @(®1) = g(@1:0)
175“1) = fDi(a“O), and gﬁi(al) = J)i(‘”’o) for ay = (ag, @1). We also denote by 1[)1(0”) the

trace of ¢Ei(a’) in I', so that

7lar ar @ a—
7/}1( )= L Vi — Z <5j> (Dﬁ%@) 0y Pus.

Br<ar
[Br1Z>]ar|-1

— Far from the boundary I', the good unknowns are defined by using the standard
Cartesian derivatives as

(@)

o‘)zxego‘u and ;. =X13avi,

and

QZBI(?) = X1{3a¢i - Z (g> (8%9) - aaﬁvi}-

B
1B]1Z]al -1

6.1.2. Differentiation rules. — The difference here with Section 3.1 is that % or 9
are linearization operators only up to lower order terms. Because of this, the commu-
tation relations (3.3) only hold up to lower order terms. More precisely, we have

(VP f) = VRO f+((0%) - V)V f+CH (0%, 00) f,
(6.1) {%(V¥ - v) = V¥ - 3%+ ((0%) - V#)(V¥ - 0)+CL (2%, 9p) - v,
04 (9f f) = 00 fA-((0%p) - V) f4-C2(0%, Drp) f — (Drp) - €1 (0%, D) f,

where the differential operators €1(2%, dp) and C2(d%,d;) are defined as

(62 {G“aa, 00)f = (0%, V9] + (990°9)TV#) .
(0%, o) f = — Ej:Lz[Da? Orpj, 6ff]~

Revark 6.1. — If [a] = m > 1, then CY(0%, d¢) f and C2(0%, ;) f include derivatives

of f and ¢ up to at most order m; the fact that the derivatives of ¢ of order m + 1

are canceled in C1(0%,9¢)f follows from the second equation in (3.1).

6.2. EQUATIONS FOR THE GOOD UNKNOWNS IN & NEAR THE BOUNDARY. — In this subsec-
tion, we derive evolution equations for the good unknowns @(® for o = (oo, 1, 2),
and we also show how these equations can be used to provide a control of normal
derivatives of the good unknown in terms of tangential ones.
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6.2.1. Evolution equations for the good unknowns. Using the identities (6.1) and
applying x1,0%, or simply 2% if a1 = as = 0, to (2.20), we get

0, L@ 4 Ve - (W@ 4+ wl(@) = £ in (0,T) x &,
(6.3) 8y + Ve (w - 5 + gl@) = £ in (0,T) x &,

(Vo)L - ple) = fl) in (0,7) x &,

where in the case a; + oy > 1
A = = {€2(0%, 00)¢ — (up) - €1 (0%, 0p)C + €1 (0, 0p) - (hv) + V¥ - ([0%; h,]) }
+(0F X0)IUC + Vo X1 - (39w + h(3°0)) — (V¥ - p)C),
5 = {200, i) — (9rp) - €12, )0
+ €1 (0%, ) (3ol + £0) + V¥ - (0% v, v]) |
+(0F X030 + (V9 x1) (v 9% + gd°C) — (8(%) - V¥)yp
+ (V2 00) (@) + £ (Dup)
A = —xpC %, 0p)t - v + (Voxp) L - 3.

Here, we used the identities in (3.5) to calculate fz(a). In the case a; = ap = 0, it is
sufficient to put xp = 1 in the above equations.

Remark 6.2, — If |o| = m > 1, then the right-hand sides fl(a) 2((”, and féa) include
derivatives of u and ¢ up to at most order m. The fact that the derivatives of ¢ of order
m + 1 are canceled is a consequence of the introduction of the good unknowns @(®):
if we had worked with standard derivatives x,0%u, derivatives of order m + 1 in ¢
would have remained.

6.2.2. Lxpressing normal derivatives in terms of tangential ones. — The system (6.3)
has the same structure as the linearized system (3.13); we shall prove below that
the good unknowns @(®?) for a; = (ag, 1), which corresponds to the tangential
derivatives in space-time, satisfy boundary condition of the type (3.14)—(3.16). We will
therefore be able to control them using the energy estimate given in Proposition 3.4.
In order to evaluate @(® when as > 0, that is, in the presence of a normal derivative,
we use (6.3) to convert the normal derivative into tangential derivatives in space-time.
Here, we derive this conversion formula. In view of (5.4), we have

(6.4) JV? = N®0por + T%01an

with N¥ = J((0p) )TN and T¥ = #((&p)_l)Tz. Plugging this into (6.3) and
adding the last equation in (6.3) multiplied by an R2-valued function a to the second
equation, we obtain

(6.5) JO™ + A(u, T?, a)danti'™ + A(u, N¥,a)0nort® = £1%,
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where

A(u,N,a) = (
() _ J<ff — (V#h- (@) +(V# ><<a>>>
4 f .

N -w ANT
gN Now+a® Nt
Q(Q) — (0%w) o Jrféa
Here, we have
det A(u,N?,a) = (a* - N¥)(gh|N?|*> — (w- N?)?).

Therefore, by choosing @ = —(N¥)*, we see that det A(u, N¥,a) is strictly positive
in the support of the cut-off function y}, under the subcriticality assumption of the
flow. In the following, we fix this choice of the function a.

Remark 6.3. The original equations (6.3) are partially characteristic, and it is not
possible in general to use them to convert normal derivatives in terms of tangential
ones. The above procedure shows that the last equation of (6.3), which corresponds to
the irrotationality assumption, can be used to transform the problem into an equiva-
lent non-characteristic problem.

We proceed to rewrite the derivatives of @(® in (6.5) in terms of good unknowns
without using the derivatives. Let « = (j, k,£). Then, by the definition of the good
unknowns we see that in the case k +/¢ > 1

(@) = gUthkO _ .y (0%p) - 9, V¥)u,
(6.6) Opan @) = AOFFLE — 31, (0%0) - 04an V)t + (DtanXb)0*u
Onor @l = aUEATD) — 3, (0%0) - 0nor V)t + (DnorXp) 0w
and in the case k=¢=10
9, 30:0) = li+1.0.0) _ (8] p) . 9,V®)u,
(6.7) Xouan O = 1010 — 3, (9]0) - 0pan VP
XbOnor @000 = 4001 — 3y, (0%) - por V).
Therefore, in the case k + ¢ > 1 we obtain
(6.8) JuUHLRO L A(u, T%, a)aU* b0 4 A(u, N?, a)a@F ) = f(a
where
f57 = 17+ x{T(0%9) - VP )u+ A, T%,a)(0°9) - 0tan VP
+ A(u, N?,a)(0%¢) - 000 V¥)u} — A(u, VX1, a)0%u.
In the case k = £ = 0, by replacing JaU+t199) with Jy,al+500  (6.8) still holds
with
P00 =3, 100 4 o { I (8] 9) - 0,V )u
+ A(u, T?, a)((@gap) “Opan V7 )u + A(u, N¥, a)((aj ) - Onor VF)u}.
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We will use (6.8) for multi-indices o = (4, k, £) satisfying || = m — 1 to convert
the normal derivative into the tangential ones in space-time. In this case, if m > 3,
then féa) includes derivatives of v and ¢ up to at most order m — 1.

6.3. EQUATIONS FOR THE GOOD UNKNOWNS IN J NEAR THE BOUNDARY. — We want to
express in terms of the good unknowns the equations obtained by differentiating the
interior equations V¥ - (hjv;) = 0 and v; = V¥¢;. This is more delicate than in the
previous section for the exterior region because the elliptic equation satisfied by ¢; is
of second order; in order to preserve an equation with a similar structure for the good
unknown (ﬁl(a , it is necessary to include subprincipal terms in the definition of qb(a)
as we did in Section 6.1.1.

6.3.1. Differentiation of the interior equations. — We proceed to derive the equations
for ﬁi(a) and éi(a) obtained by applying 2% to the relations V¥ - (hjvi) = 0 and v; =
V¥¢;. These equations are stated in the following proposition.

Prorosition 6.4. If vi, hi, and ¢; are regular functions satisfying V¥ - (hiv;) = 0
and v; = V?¢;, then for any nonzero multi-index o € N>, one has

69) Ve (bt + () = £ i (0,T) % 3,
' o = veg® + 1Y in (0,T) x 3,
where the expressions for f 1 , f1 , and fi(g) depend on «:

- Ifoq +ag =1, then f(a f(a) with f 01 given by (6.11) below, while f
and fi73 is given by (6.19) and subsequent explanation below;

— Ifa; = ag =0, then fi(ff) =0 and fi(72 f1(02 with f1(02 given by (6.16) below,
while fi(g) is given by (6.20) below.

Remark 6.5

(i) If |a] = m > 3, then fi(,g) and fi(g) include derivatives of v; and ¢ up to at
most order m — 1 thanks to our definition of the good unknowns qBi(a). In fact, if we
adopt the standard definition of the good unknowns for (;VSi(a), that is, qgi(a) = Xp0Y¢;
as for 5, then f$) would contain m-th order derivatives of @, which would cause a
difficulty for obtaihing a priori estimates.

(ii) In the case a« = (m,0,0), we have fi(ff) = 0, which is crucial in the application
of the energy estimate in Proposition 3.4. In fact, if it were not zero, then a difficulty
would arise from the term atéi(m’o’o), which appears in the last term of the right-hand
side of the energy estimate in Proposition 3.4, because it cannot be evaluated by our
energy function E,,(t); this issue does not appear when |a| = m and a3 + @ > 1,
because at@“) can then be written in terms of derivatives of v; and ¢ up to at most
order m; see Section 6.3.2 below.
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Proof'of Proposition 6.4. — By assumption, we have V¥ - (hjv;) = 0 and from the
definition v; = V®¢;, we have (V®)1 - v; = 0. Let a = (ap, a1, ) be a multi-index.
As in the derivation of (6.3), we obtain

{vw (! = £ i (0,T) x 3,
(Vo)L ol = flo) i (0,T) x 4,
where in the case a; + oz > 1
(6.11) o) = —xp{V? - (0%Gui + 0% hi, vi]) + €1 (2%, 8p) - (hivy)} + V¥ x1, - hid o,
(6.12) fl53 = —xb€ (0%, 00)" - v + (V¥x1) L - 3.

The proposition is therefore proved for the first equation in (6.9) in the case ai; + o > 1.
We now consider the case a; = s = 0; note that in this case, it might be sufficient

(6.10)

to put xp = 1 in the above equations. However, (6.10) is not satisfactory in this case
because of the nonzero term fi(fg, as explained in Remark 6.5(ii). In such a case,
we want to keep the divergence form of the first equation in (6.9). We first give a
general lemma, which is valid for all types of multi-index «, and in the statement
of which we gather several commutator terms under the notation ¢!(2%, ¢)q;, where
¢! (0%, ) is the scalar differential operator defined as

(6.13) (0% ¢)a = ;(g)@%“ﬁqmﬁw > (§) @

B<a
1Bl=lal—1 1<I8I< el -2

where for A = (a;;) a 2 x 2-matrix we write simply A* = adj(A) = det(A)A™!
the adjugate matrix of A. When |a| = m > 3, the term ¢}(0%,¢)g only contains
derivatives of ¢ and q of order at most m—1; we used a lower case letter in the notation
to distinguish it from the commutator terms €!(2%,d¢)f and C2(0%,d;p)f defined
in (6.2) and that may contain derivatives of ¢ and f of order m; see Remark 6.1.

Lemva 6.6. — Let g; be a reqular function defined in J and satisfy V¥ - q = 0. Then,
one has

Ve (3% + (0%, 0)g) =0
in the tubular neighborhood Ur NJ of I' in which the normal-tangential coordinates
are well defined if oz +as >0, and in J if a; = as = 0.

Proof. — We first transform the equation in the normal-tangential coordinates intro-
duced in Section 5.1. Observing that

A" =det(A)A™! = ( 22 _a”)
—az  an)’

we have the identity JV¥ -q=V - (J(0p)~lq) = V- ((0p)*q), as well as
(00)")7 (00)" = 3(09) (D6)" = (9%9)",

(6:14) Y V- ((90)*q) = TV - ((9°¢)*q),
Ve ((0%9)*q)) = V- ((099)*¥)) = V# - (V¥ - )¢ — (¢ - V¥)q).
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We recall the definitions (5.1) and (5.5) of the maps # and 6. Due to our choice of
the diffeomorphism ©(t,-), we have § = ¢ o 0, that is, 0(t,r,s) = ¢(t,0(r,s)) for
(r,s) € (—rg,m0) X Tr; see (5.6). Then, the equation V¥ - ¢; = 0 can be transformed

in the normal-tangential coordinates (r, s) into v . gi = 0. Particularly, we have

V- ((90)*q) =0,
where V is the nabla with respect to (r,s) and so is 0. Let a@ = (ag, 1, 2) be a
multi-index. Applying 9;°90%1 922 to the above equation, we see that

0=V (07050 ((00)" %))

=V (Z (“) <aaf°a§16?25)*830‘30631—51832—52&)
B
= det(90)V° - (Z <g) (87920 951 9529) g0 Pogor = a&%),
B<La
where we used the first and the second identities in (6.14). Pulling back to the coor-
dinate y = 6(r, s), we obtain

= (32 (5)wtor ).

For the term in the case 8 = (0,0,0), we have obviously 9¥¢p = Idaxs. For the term
in the case 8 = a, by the last identity in (6.14) we see that

V7 ((0%0%) q) = V7 - ((9%a@:)"0%p)
= V72 (V7 q)%e — ((0%) - V) a)
==V (%) - V*)g),
where we used V¥ - ¢ = 0. When |a| = m, the m-th order derivative (999%¢p)*
in the case |8] = |a| — 1 is still troublesome. However, by using the last identity

in (6.14) again, these terms can be replaced by terms containing only (m — 1)-th
order derivatives, and we have

0=V~ (0“% — (%) V) + Y (a) (020° Pg)0%p

Ba

[Bl=lo| -1 o
+ Z <6> (awDB@)*DaBQi) )
BLa
18I =2
which is the identity stated in the lemma. |
Using the lemma with ¢; = h;v;, we obtain
(6.15) V¥ (v + f5)) =0,

where

(6.16) Foy = 0% by vi] + (3°G)vr + ¢ (0%, ) (havy).
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Here, we note that fl(g% is defined only in the tubular neighborhood Ur N7 in the case
a1 + as > 1 due to the derivatives 0., and 0,0, while it is defined in all the interior
domain J in the case o1 = ay = 0. Therefore, (6.15) proves the proposition for the
first equation in (6.9) in the remaining case oy = ap = 0.

We now proceed to prove the proposition for the second equation of (6.9). We want
to apply 9 to the relation v; = V¥¢; and keep the right-hand side in gradient form,
up to terms of order m — 1 when |a| = m > 3; we will use the following notation

SUCIEEDY ()ere—arare - 5 (§) 000

Bsa
1Bl=lal -1 ISR

as for ¢! (0, ¢)q above, ¢2(0%, ¢)q only contains derivative of ¢ and ¢ of order at most

m — 1 when |a] =m > 3.

Lemma 6.7. — The following relation holds in the neighborhood Ur NI of I' in which
the normal-tangential coordinates are well defined if oy + as > 0, and in J if oy =
Qg = O,’

(6.17) %y = W{a%i - Y (a) (P9) -aa—%i} +¢*(2%, p)v;.

<o h
1B1>]al—1
Proof. — With the same notations as in the proof of the previous lemma, we put

51 = ¢; 00 and v; = v; 0 0. Then, the relation v; = V¢; is transformed into v; = v@&,
so that we have V¢; = (00)T0;. As before, we let o = (ap, a1, a) be a multi-index.

Applying 972021922 and then ((99)~1)T to this equation, we have
vgazxoagl o0 51 — Z (g) (agatﬁoasﬁl 87{32 g)Tazxo—ﬂo o —bB1 832_525%
B
Pulling back to the coordinate y = 6(r, s), we obtain
o
V% gy = 9707 p) TPy,
w=3 (5)ewo
For the term in the case 8 = a, we see that
(090%) Tvi = V#((0%p) - ) — (9¥1) 0%
= V((0%) - vi) = ((0%¢) - V¥)ui + ((V9)© - 0) (%)
= VA((0%p) - vi) = ((0%p) - V¥)uj,
where we used (V¥#)* - v = 0. When |a| = m, the m-th order derivative (990%p)T

in the case || = |a] — 1 is again troublesome and treated as (9¥0°¢)T0 Fy; =
Ve ((08¢p) - 02 By;) — (8902 Pu;)ToP . Therefore, we obtain

vlora— X (§)@%) 0P} =0t (@%) T - 2@ o
BLa
|B1Z]al—1

which is the identity stated in the lemma. |
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Now, we need to multiply (6.17) by the cut-off function xp, to obtain equations
for good unknowns in the case a1 + as > 1; in view of the definition of the good
unknowns, this yields

[} (o « @ a— «@
(6.18) o) = V¥4 )—(WXb){D bi— D (ﬁ) (07¢) -0 %i}mc?(a o
B2 Tal-1

The term (V¥®xp)0%¢; cannot be evaluated directly by our energy function E,,(t)
and should be rewritten in term of good unknowns related to v;. In the case a; > 1,
in view of (5.3) we have dtan = T - V so that

%65 — (0%p) - v = OO (T - Vi) — (000 (T V)g)) - v
= OO0 R (T (9) T v) — (9705 (T V) ))
= [Oroo ong vl - (T - V)e,
where we used (9p)T = (I - V). Similarly, in the case a2 > 1 we have
0% — (0%p) v = [0 O0 il - (- V).
By these equations and (6.18), we get
5 =vee® 1+ f19 i (0,T) % 3,

where in the case a7 > 1
(6.19) £5) = xue? (0, vy

st ol @ Ve X (5)6%0 0
51211 ’
Bl=|a|—1

and in the case a; = 0 and ay > 1, the term [97°021 1092 ;] (T-V)yp in fi(g) should

be replaced with [9; 0L 09271 vy] - (N - V)¢, while in the case a; = as =0,

nor

(6.20) 19 = 00,0
This proves the proposition for the second equation in (6.9) and therefore concludes
the proof of the proposition. |
6.3.2. Lxpressing 8,5(;350‘) in terms Qf‘vi and . — In connection with Remark 6.5(ii),

we derive here an equation for 8,:(;31( in the case a; + s > 1. Let a = (g, a1, a2) be
a multi-index with a; > 1 and put o’ = (a9 + 1,1 — 1, @3). Then, we have

ofora- X (5)%0 0 rul
<a
181> a1 , N\ .
= Dtan{aa ¢i - Z (ﬁ/) (OB 90) -0 A Ui} + CS(Daa @)Uh

B'<e’
1B'12]e/|-1
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where
(e _ Oé/ ’ o B’
o= 3 (5)e%0 a0 tus 3 (5)07 0 o u
BLa B'<a’
|B]=lal—1 18"1=la| -1

This equation together with 0¢ay = T -V = (99)T - V¥ = (Dtanp) - V¥ and (6.17)
implies 8t(,25( o = = (Vtan®) - V(a )+ f(a) with

f(g = Xb(c (aa7 (P)’U‘ - (atan@) : 52<aa, QD)’Ui).

Similar equation holds in the case s > 1 with o = (ap+1, a1, @z — 1) and we obtain

(Ot ) (@)
v Vgan o+ if ap > 1,
(6.21) B3 = | Gran®) -0 o f( o >
(Onorp) - 0 A + fi,? if ag > 1,
where fi(?) has a similar form to fi(g). We note that if o] = m > 3, then f; (6 and f1 .

include derivatives of v; and ¢ up to at most order m — 1.

6.3.3. Expressing normal derivatives in terms of tangential ones. — Similar to the case

of the exterior domain in Section 6.2, by the energy estimate given in Proposition 3.4,

(@) for ar = (ap,a1), which corresponds to

v()

we can evaluate the good unknowns ¥,

the tangential derivatives in space-time. In order to evaluate ©; ’ in the presence of a
normal derivative, that is when «y > 1, we use (6.10), to convert normal derivatives
into tangential derivatives in space-time. Here, we derive such a formula. Plugging
the decomposition (6.4) into (6.10), we obtain

h (NLP DnorV(a) T% . ata V(a)) = J(fl(g% - ’Di(a) . ngi)v

(VO Duontf® + (T9) - duanty™ = TGS,

so that
B N? [2000: 0™ + hi(N¥ @ T% + (N*)* @ (T9))04an ™
= H{(A5 — o - VEQIN? + hif{GH(Ne) ).
Here, we let a = (4, k, £). For the terms Dnorf)i( and Otaniji(a)
we use similar formulas to (6.6) and (6.7) to obtain
(6.22)  hiN?PoI R L p(NY @ TP + (N9) @ (T9)1)pl 0 = £,
where in the case k +/¢ > 1
£ = TG = 0 - VPGNP + (V)L
+ hixu {IN?2(0%9) - 0nor VE)ui
+ (N @T% + (N?) @ (T)F)((0%9) - 0anV¥)v1 }
— hi(N? @ (JV9xp) + (N9) " @ (JVFxp) )00,

and in the case k = £ = 0 we have a similar formula; multiply xp to the first line
and drop the last line in the right-hand side. We will use (6.22) for multi-indices
a = (4, k, 0) satisfying || = m—1 to convert the normal derivative into the tangential

in the above equation,
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ones. In this case, if m > 3, then f (@) includes derivatives of v; and @ up to at most
order m — 1.

6.4. TANGENTIAL DIFFERENTIATION OF THE BOUNDARY CONDITIONS ON [, We proceed
to derive equations obtained by differentiating tangentially the boundary conditions
(2.21)—(2.22), that is, by applying D”I to these boundary conditions, where a; =
(a0, 1) is a multi-index.

6.4.1. Tangential differentiation of the boundary condition { = ¢;. — Applying Dﬁ” to
the boundary condition { = (;, we have DH = 0 (i, so that

o — ) = (1) - v ><<i ~¢) onl,
where éi(o") = 6ﬁ‘§i = Dﬁ” G— (Dﬁ”(p) - V¥(;. Therefore, by the same calculations as in

Section 3.1 we get
[N¥]?
N#-V2(C—=G)
Here, by the decomposition (6.4) and the boundary condition ¢ = {; on I, we have
JN?-V#((—G) = |N?P(N-V)((—~G) onl.

N? - (@)7p) = = (¢ =) on L.

Therefore, we get

J
6.23 N? - (007 p) = ———2 ({0 — @Dy on (0,T) x L.
6.4.2. Tangential differentiation of the boundary condition v = v;. — Proceeding as for

the boundary condition on ¢, we obtain
o) — 5 = (07 ) - V#) (v —v) on L.

Therefore, by the same calculations as in Section 3.1 we get

(6.24) N# - (b)) 4 wlen) = N2 - (o™ + £157) on (0,T) x I,
' (N®)L - (hoeD) = (N9)L - (myo™") on (0,T) x I,
where fi(ff = wIC(a’) = wiﬁﬂ‘g.

6.4.3. Tangential differentiation of the evolution equation for ;. — As for (2.22),
we write it as 9;¢5 — (Orp) - v + 2[v|? + g{ = 0 on L. Applying 0" to this equation
and using v = v; on I', we see that

0= at(aﬁ”qbl) Da’((ﬁtgo) v) +v- DH v+ gO"T’C + [Dﬁ”;v, V]

olee % (o)

Br<ar
[Br1Z>]ar|-1

_ Z ( >0618t90) Oﬁ” ﬂIU+U'(6(a1)+((oﬁI@)'vw)U)

Br<sar

+ g(¢ln) 4 (Dﬁ”cp) V9O + [Dﬁ”;u 0],
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and therefore

0= 3;¢{"") +w- 0 4+ gl 4 1) - (Fyv +gV9C) +w- ((0]) - VF)v

#bfrol s S (Gr)efe oo

Br<ar
[Br|=|ar|—1

> (B )(aﬂfat@) CHEET

Br<ar
1<1BrI<|ar -2

Here, by the same calculation as in Section 3.1 we have
(0070 - (B0 +gV¥C) +w- (23 ) - V¥)o
= (0]"0) - (8fv + V2 (5|v* +g0) + (V¥)" - 0)(8i) ")
=0.
Therefore, recalling that we defined z/in(O”) in Section 6.1.1 as the trace of qvﬁi(o”) on I,
we get
(6.25) O w50 4 gl = (20 on (0,T) x I,

where

fi(,gl) = Z (5 >(°ﬁ13t90) o P,

Br<ar
= % (3ot on el

1<IBrI<|ar -2
Br<ar

|Br|=lar|-1

6.5. EQUATIONS FOR GOOD UNKNOWNS AWAY FROM THE B()UNDARY. We proceed to
«
derive equations for the good unknowns u( ), l(r), and ¢>

from the boundary I'. In this case, we do not need to use the normal-tangential
coordinates. As in the derivation of (6.3), applying x.8“ to (2.20), we get

(6.26) 0.8 + V2 - (Wit +wl) = £19 i (0,T) x €,
' 00 + Ve (w- o + gll) = £ in (0,T) x &,

i , whose supports are away

where fr(cf) and fr(g) are obtained exactly as fl(a) and f2(a) that appear in (6.3); for

instance,

fr(,clY) = 7Xe{€2(aaa 8tgo)< - (8“0)'61(80‘7 a@)g + el(aav 8@)(}11}) + vw([aa’ h’a UD}
+ (0 Xe)0"C + V¥xe - ((87C)v + h(80)) — (V¥ - ).

Similarly, as in the derivation of (6.9), we get for all a such that oy + a > 1 that

Ve (bt = £ i (0,T) x 9,
(6.27) 5@ = yog @
V‘Pqﬁ +fr3 in (0,7) x J,

1
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where f1 ;1 1s easily deduced from the expression (6.11) for f; (gi,

fl((;):l Xi{v@ . (8%@ + [D“; hi,Ui]) + G (8a, 330) . (hi’l}i)} + V‘”Xb . hiéal}i,

while fl(r 3 is similarly deduced from the expression (6.19) for f1(3) Moreover, as in
the derivation of (6.21), we get also

: drp) -5+ fl it
8t¢1(?:) — {( 190) 1r +f1 o

6.28
( ) (O2p0) - 0 ( + fi )T, if ao

where fl(r s and f( 7 are deduced from the quantities f(ﬁ) and f @) that appear in
(6.21) with stralghtforward adaptations. Finally, we remark that the case v = g =0
is covered by Proposition 6.4 because in that case the good unknowns are defined
without using any localization function.

6.6. EKQUATIONS FOR THE DERIVATIVES OF 7. To conclude this section, we derive equa-
tions for derivatives of 7 under Assumption 5.1 on the unknown curve I'(t). Such
equations are essentially given by (6.23). Here, we relate the derivative 9;°9%1~y to
(N?- D” "¢)|» which is the quantity that appears in the left-hand side of (6.23). To this
end, we recall that the diffeomorphism ¢(t,-) was constructed from ~(t,-) by (5.6).
By a straightforward calculation, we see that

0010 = (50 1)

(s (Lt L)L) + (@ (t )z (s)
08)1,— = <—xa<s> (1 + ~(s)y(t, )b (s) - <aw<tvs>>:ca<s>> !

l.—o = 0 and 2”(s) = k(s)z’(s)*. Therefore, in view of
N9, = (097N,
= (det((96)(96) ><<ae><a§>—1)T)|w=M(—z’(s»a

where we used (9,7°*")

we obtain
(6.29) N?, o = (14 (s)(t )N — (0,7) (¢ 5)N*.
On the other hand, for a multi-index a; = (v, 1), we see that

(o) Il o)), 2(s) = (0700 (90 0)),—
= 07009 (z(s) +(t,s) (=2 (s)")
= (07003 )N + [0, (=) H]of 0y + 9700 .
Therefore, we get

(6.30) (L 07005y = (N* - 0) )+,

lx =z(s)
where

b = —((L+ my)N — (0s7)NT) - (057, (=) ]oroy + 07005 ).
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We note that if |o;| = m > 2, then b(®1) includes derivatives of v up to at most order
m — 1.

Remark 6.8. — Let us use (6.23) and (6.30) for a; = (1,0). Then, noting that 519 =0,
ooy = L+ 57, (10 = 9¢¢ = V¥ - (hw), and (i(l’o) = 97 ¢; = 0, we obtain

oy = (Nv;(g%) lo=z(s) .

This is the evolution equation for the unknown function -, that is, for the unknown
curve I'(t).

7. A PRIORI ESTIMATES

In this last section, we prove the a priori estimate given in Theorem 1.3. Let
m >3 and u = (¢,vT)7, vi, P, and 7 be a regular solution to the shallow water model
(1.8)—(1.10) satisfying initially (1.12). We recall that the diffeomorphism ¢(t,-) has
been constructed from + by (5.6). Then, by the analysis in Sections 2.4 and 2.5,
there exists a scalar function v; such that (2.20)—(2.22) hold. With J,, ¢o and M, as
in Assumption 1.2, and recalling that rg is the width of the tubular neighborhood in
which the normal-tangential coordinates are defined, we suppose also that the solution
satisfies

{pt, )|z €T} CcIyfor 0<t LT,
inf (4,2)e(0,7) & (8A(L, ) — w(t, 2)|)
(7.1) inf; 2ye(0,m)xr [N - (V¢ = VG)(t, 2)]
supgi<r [Y(#) Lo (Ty) < M070,

supg << ([[(t) lm—1,e + Vi () lm—1i + [¥()[m-1) < 2Mo,

2 Co,
2 €o,

where as in the statement of Theorem 1.3, one has 0 < i < 19 < 1, and

(7.2) {Ha(h’w)HLl(O’T;Lw(g)) + 10hi]| L1 0,1 () + 1002 L1 (0,71 (r2)) < M1,
' T
SUPg<i<r Em(t) < My, fo [Y()[75,dE < M,

where the time T and the constants M;, M, and M3 will be defined later. Then,
Assumption 5.1 is satisfied with a positive constant Jy depending only on 7y and
mo = 1. We note that the first condition in (7.1) guarantees that the function (i(t, ) =
Zw o p(t,-) is defined as a function of (¢,z) € (0,7) x J. In the following, we simply
denote positive constants depending on ¢y, My, 19, and m by the same symbol Cy,
which may change from line to line, whereas we track carefully the dependence of the
constants My, Ms, and M3. Then, by the analysis of Section 5.2, especially, Lemma 5.2
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together with the Sobolev embedding theorem we have

inf,epe J(t,z) = inf epe det(dp(t, ) > Cy't,

Y lalgm—2 10%@)[ L= ®2) < Co,

Ylal<m—1 10%@)[|L2nz4(®2) < Co,

Z\M:m 10°@() L2nrer2)y < Colv(t)|m,

2 at<m—s10%u®) |l Lo (e) + [[0%vi(t)] L (3)) < Co

for 0 < t < T. We will use these estimates freely in the following without any

comments. Moreover, to simplify the notation, for non-negative integer k we write
|9k f| = 2 ja|=x 0% f], and similar notation will be used in the following. Such a
simplification causes no confusion.

We first show in Section 7.1 how to control various derivatives of the solution in
terms of the energy E,,(t) introduced in Section 1.4, and we also define equivalent
energy norms, one of them involving only tangential derivatives. We then control this
latter energy in Section 7.2, using the linear estimate of Proposition 3.4, while the
evolution of the surface parametrization is controlled by using Proposition 4.1. The
lower order terms involved in these energy estimates are controlled in Section 7.3.
We then conclude the proof of Theorem 1.3 by proving that the conditions (7.1)
and (7.2) remain satisfied on a time interval [0, 7] with T' > 0 as in the statement of
the theorem. This is done in Section 7.4 for the transversality condition which requires
special care in the critical case m = 3 and in Section 7.5 for the other ones.

7.1. CONTROLS IN TERMS OF THE ENERGY NORMS. — We show in the following lemma
how to control various norms in terms of the energy E,,(t) introduced in Section 1.4.

Lemma 7.1. For 0 <t < T, we have
(i) 18" u(®)]|L2(e) + 18" 1i(B)[L2(2) < Co(l + [7(E)]m) Em(8);
(i) 10" u(t) || L2nrace) + 10" oi() | L2aLag)

< CoEm ()2 ([ul)lm-1.e + [03(t)lm—1,0)"%;
(iii) 1™ 2u(t)| oo () + 110™ i (1) || L~ (a)

< CoEm () ([u() lm-1.e + l[03(t)lm-1,0)*";
(iv) 190 u(t) | L2(e) + 100 v (t) || L2(2) < Co(1+ H(E) | Em ().
Proof. — We give a proof of the estimates only for u, because the estimates for v;
can be obtained in the same way. Moreover, we write || - [|z» instead of || - |[z»(e) for
simplicity. We see that

[0 ull> < [|0™u—=((8™¢) - VF)ul 2 + [[((8™¢) - VF)ul L2

<
< B (t) + 0™ ¢ £all(90) 7| [|0w]| s
< En(t) + Colvlmlull 2

< Co(1+ [vlm)Em,

where we used the Sobolev embedding theorem H!(€) < L*(€). This shows (i).
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We proceed to evaluate ||0™ lu(t)|ps and || 2u(t)||L~. By the Gagliardo—
Nirenberg interpolation inequality || f]|z+ < ||V]"’||1L/22||f||1L/22 + || fllz2, we see that

0™l o < |8™ M — (8™ ') - VP)ull s + (8™ ) - V¥)u s
< Co{l|o(@™ Lu—((8™ L) - Vo) u) 157 [10™ Lu— (8™ L) - V¥ )ul|}
107w — (0™ ) - V) 2 + 107 ] 11| Oul| < )

We can then remark that up to a multiplicative constant that can be included in Cy,
the term between braces in the right-hand side can be bounded from above by

m m m— m— 1/2
(18™u— (8™ ) - V¥ )ul| 12 + 0™ || 1o 0%l s + 8™ || s 0% 0] || O] e )
m— m— 1/2
% (1™ ul| 2 + 187 o pallOu £+)
+ [l e + 107 ) o 0wl 11 + [[Oul| o

so that finally

m— m— 1/2
18 s < Cof (B + 8™ Mull s + [0ull o) 2 [lull 2, o + [9ull o},

m—1,e

which yields ||@™ 1ul|p+ < C’O(Erln/2||u||1/2 + ||0u| L= ). Particularly, we get

m—1,e

(7.3) 0™ ull s < Co(By2llull 21 + 8™l ).

m—1,e

Using this, the Gagliardo—Nirenberg interpolation inequality, and the Sobolev embed-

ding theorem, we see that
_ —1q1/2 - 2 _
10 2ul| oo < Co(|0™ Ml 2 N10™ 2ull /7 + (8™ 2ul| )
—1 1/2y. 1/2
Co(lo™ ull L ull 1 o + l[ullm-1.0)

<
<
<

3/4 m— 1/2 1/2
Co(BYull2/ 1 o + 1™ 2ull 2 |[ull 2 0),

m—1,e m—1,e

which yields [8™ 2ul|p~ < C’OE}nMHqu,{fl)e. This shows (iii). Plugging this
into (7.3), we obtain (ii).

Finally, by Lemma 5.2 and (iii) we see that

1((08™ ) - V¥)ull2 < 08™ ol 12| (9) || e [|Oul| v
Therefore, in the same way as the proof of (i) we obtain (iv). O

For a multi-index a = (ap, a1, az) satisfying |a| = m, let @(®), , and 171((:)

be the good unknowns introduced in Section 6.1. The energy FE,,(t) is defined in terms
of *u and 8%v;; in view of the results of the previous section, it is convenient to use
instead quantities that involve the good unknowns. We therefore define other energy

TS
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functions E,,(t) and Evm,H(t) of order m by

En(t)= > ([8®) 2 + 15 @)l 120))

lee|=m

+ S (IO llzee) + 1552 @) 2) + Il ln-1.e + 10:(E) lm-1.

|a]=m

ap<m—1
and
Epy® =3 (15D 2y + 157 ()l 2(2))
lar|=m
+ 3 (YO zae) + 1552 Ol 2() + Il e + 105 m—1.,
a‘ooim—l

where ay = (@, 7). Here, as in the proof of Lemma 7.1(i), for any multi-index «
satisfying 1 < || < m — 1 we have

{I((aa@) - VEult)l|z2e) < Collu®)lm—1.e;
1((@%p) - V)vi(t)ll2(2) < Collvi(t)llm—1,-

In view of this together with (5.3) and (5.4), we see that E,,(t) and E,,(t) are equiv-
alent, that is, we have

(7.4) Co'En(t) < En(t) < CoEpp(t).

Since the good unknowns @(®) and bi(a) satisfy (6.8) and (6.22) and because we have
det(A(u, N¥,a)) = Cy' and h;|N¥|? > C*, we can convert the normal derivatives
into the tangential ones in space-time modulo lower order terms. Therefore, we have

(7.5) Ep (1) < En(t) < Co(Epm i (8) + Ra(1)),
where Ry (t) = Re,l(t) + Ri71(t) = H"“e,l(t)HLQ(g) + H?“i’1<t)||[‘2 ) with
Te,1 = Z |f5a)‘7 Ti1 = Z | (04)|
la|=m—1 la|=m—1

these terms are the lower order terms appearing in (6.8) and (6.22) and include
derivatives of u, v;, and ¢ of order at most m — 1. It follows from (7.4) and (7.5) that
it is sufficient to derive an energy estimate for Em,u(t) in order to control the energy
E,.(t); the two norms are actually equivalent; see Remark 7.3 below.

7.2. APPLICATION OF ENERGY ESTIMATES. — We recall that the good unknowns satisfy
the equations derived in Sections 6.2-6.5. Introduce Ry(t) = R;i2(t) = [|ri2(t)||L2(g)
with

Ti,2: Z |(f(a1)7""fi(,(’;))|+ Z ‘(f1r37f1(r6’ 1(;)7)|

lor|=m la|=m
ag<m—1
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these are the lower order terms in (6.9), (6.21), (6.24), (6.25), (6.27), and (6.28)
and also include derivatives of u,v;, and ¢ up to at most order m — 1. Next, put

R3(t) = Re3(t) + Ris(t) = |Ire3(t)|lz2(e) + Im1.3(8) || 2(g) with
res= 3 (A B0 5+ S 1A D+ DD a0l

larl=m la]=m lal<m—1
aogm 1
§ : (ar) E : § :
T3 = |f1 8 |+ | 1r17 1r3|+ |at vl
|lar|=m |a]= la]<m—1
a0§m—1

these quantities contain the lower order terms in (6.3), (6.9), (6.26), and (6.27), that
contain derivatives of u, v; and ¢ of order at most m, and derivatives of lower order
terms in (6.9), (6.24), (6.25), and (6.27) that contain only derivatives of order at most
m — 1. In order to control the last term in the energy estimate in Proposition 3.4,
we put

Rit)y= Y 100", £2 )l 2 1 fin (D 22

lar|=m
ap<m—1

+ 3 110 Ol 2l fira ()l z2a)-

la|=m
ap<m—1

where we recall that at¢<°”> f(o”) 5‘tdv>.(a) and fiy1 are as in (6.21), (6.25), (6.28),

1,r
and (6.27), respectively. These terms include derivatives of v; and ¢ of order m.

Finally, we put

Rs(t)= 3 1G5 (0]

lor|=m
where b(®1) is as in (6.30).

To evaluate the energy function Em,\l(t)v we use the energy estimate in Proposi-
tion 3.4. We apply it with (a, @, 4;) = (a(e0), 17 a”,q[)fa')), which satisfy (6.3), (6.9),
and (6.25), and with (a, o, ¢;) = (7 (@) '1(0‘ qb ) and (fi4, fis) = (0,0), which sat-
isfy (6.26) and (6.27). We also use obvious estimates

t
[u@®)llm—1,e < [[w(0)]m-1,. +/ 104 () |10’
0
t
and [0 ()]l m—1,i < ||v1(0)||m71,1+/ 1003 (£) | m—1 512"
0

Then, we obtain the desired energy estimate on Em,l\ (t):

(76) sup Em,‘|(t)
0<t<T 1/2
< CoeCoMl {Em Il )+ R2(0 / Rs(t)dt + (/ R4(t)dt> }

In order to prove the a priori estimate of the theorem, we also need an estimate on
the parametrization ~y of the contact line. By Proposition 4.1, we obtain the following
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additional boundary estimate

> /‘ (t)|Zz(rydt

e <Oo{<1+T+M1) sup (En, (1) + Ra(?) </ st dt) }

0<t<T
On the other hand, v and ¢ satisfy (6.23) and (6.30), so that we have
(Bl < Co D 1D Wlzary + RBs(t) + 1)
loer|[=m
Therefore, we get

00 [ < Co{ a4 T4 20) s (B0 + Rate)?

4 </OT Rg(t)dt)2 +/OT(R5(t) + 1)2dt}.

7.3. ESTIMATES FOR LOWER ORDER TERMS. — We proceed to evaluate the lower order
terms R;(¢t) for j =1,...,5.

Levva 7.2, It holds that Ry(t) < CoEm () 2(Ju(t)|lm-1.c + ||vi(®)|lm—1.4)"/? for
0<t<T.

Proof. — We first evaluate Re 1(t) = [|7e,1(t)||12(e). We write ||-|| » instead of ||-|| . (¢)
for simplicity. In view of (3.1), for any multi-index « satisfying |a| = m — 1 we have
Xb| €1 (0%, 9p) | = x| ([0%, V] + (890%0) 'V ¥) f|
<Co{ D 10791+ 10" 204110V 1| + 0™ 20]|00] [V | }.
|Bl<m—2
Therefore, by a straightforward calculation, we obtain
rea <Cof 0 10l + (197 gl + 1|0l
3<]al<m—1
+ (10" o + 1)(10%¢] + 1)|8u| + |8ul|[0™ "yl
+(10%u] + |9u])| 8™ ul + (10" | + 1)|5’U|2}-
Particularly, in the case m > 4 we have
ren <Cof D7 107Ul + 10" l|(9%u, D) + |9%ul[0™ul},
o] <m—1
so that, by the Sobolev embedding theorem H'(€) — L*(€&),
I7eallze < Co(lullm-r.e + 18" ol La[[(8%u, Bu)|| s + [[0%ul| L4 [|0™ *ul| 1)
< Co(1+ Jlulls.e)llullm—1.e
< CO”u”rnfl,@
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In the critical case m = 3, we have
ren < Co{(18%¢] +1)[0%u] + (|18°¢|” + 1)|8u| + |8ul[0%u] + (|18°¢| + 1)[0ul*},
so that
Ireallze < Co(llullze + 8¢l al|0%ull s + (|80 410wl Lo
+ [[0ul| 1 |8%ul 1 + (|8% @] L[| Bul| ]| Oul oo + [|OulF )
< Co(L+ [lullze)(lullz.e + [[8%ull s + [|Oul| L)

< CoBy?ully’?

2,e>

where we used Lemma 7.1. In any cases, we obtain Re 1(t) < C()Eg(t)l/gHu(t)”é,/eQ.

Since the structure of r; ; is the same as that of 7, ; by replacing v with v;, we obtain

Ri1(t) < CoEg(t)1/2||vi(t)Hé’/12 in the same way as above. Therefore, we obtain the

desired estimate. O

Remark 7.3, — As we noted in (7.4), E,,(t) and E,,(t) are equivalent. Therefore,
by Lemma 7.2 we have R;(t) < CoEy,(t)Y/?E,, (t)'/2, which together with (7.5)
implies E, |(t) < En(t) < CoEyp, i(t). Therefore, the three energy functions E,(t),
En(t), and E,, | (t) are all equivalent.

Lemma 7.4. — Tt holds that Ro(t) < Co(Ep(t) +1) for0 <t < T.

Proof. — The structure of 7; 2 is almost the same as that of ; ;. The only difference

rises from fiSZI )7 which is not necessarily zero even if E,,(t) = 0. However, we easily

get ||fi(72”) | L2(3) < Co, so that we obtain the desired estimate. O
Lemma 7.5. It holds that Rs(t) < Co(ly(®)[ol> + 1)(Epm (B2 +1) for0 <t < T.

Proof. — We first evaluate Re 3(t) = ||7e,3(t)||L2(g). We write ||-||z» instead of ||-|| z»(e)
for simplicity. In view of (3.1), for any multi-index « satisfying |a| = m we have

wl€ (0%, 00) f| = xol([0%, V9] + (990°¢) V)
<Cof Y 107V + 107 20pl|8°V 1]

IBl<m~1

+ (|0™ " og| + (|0™20¢| + 1)(|80¢| + 1)) |0V f|
+ (|8™ 99| (|00¢| + 1) + (|0™20¢| + 1)(|00%| + 1)2)|Vf|}~

Therefore, by a straightforward calculation, we obtain

Te3 < Co{ Yo (0™ + 1)I0m | + 0™ ol (18%u] + 8% ul|Oul)

mi+ma<m—1

+(10™pl + (10" ol + 1)(18%¢] + 1)) (|0%u| + [9ul?)
+(10™l(19%0] + 1) + (10™ o] + 1)(18%0] + 1)2)|8u|}.
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Particularly, in the case m > 4 we have

Te,3 < Co{ > 10%| + |8%u|[0™  ul + (|8%u] + |8%u]) 0™ 2
lal<m

+10" 1 |8%u] + (187 ] + 8™ ]) (10%u] + |3UI)}7
so that, by the Sobolev embedding theorem H'(&) — L*(€),
I7e.3ll2 < Co(llUHm,e +[18%ul| 1|0 ull 14 + (187w, 8%u) [ L[| 0™ ul| 4
+ 107 el psl|O%ull s + (8™, 0" 0) |14 (D%, D)1+

< Co{(lullm-1,e + Dllllme + V]mllullm—1,e}

where we used Lemma 7.1. In the critical case m = 3, we have
Tes < C’o{(|8u| + 1)(|0%u| + |0%u| + |0ul) + |8%u|* + |82p|(|8%u| + |8%u||Bul)
+(10%0| +[8%¢|* + |8%¢])(|0%u] + |9ul?)
+ (18%¢]10%| +18%¢| +|8%[") 9ul |,

Co((19ull = + V)ljulls.c + 10%ul3s +118%] = (18%ull 2 + 0%l 12| O] )
+ ([[(8%0,8%9) |11+ + 8% [135) (18ull s + 10w} 2 | Ol 12°)
+ (18°¢] 2 10%lI1s + 0% llL2 + 9% 13e) |Dull s~ )
< Co((Bs +1)(lv]s + 1) Es + E3
+ 1152 ((7]s + 1) EBs + E3) + (Iyls + 1) (Es + E))
Co(ll3® + 1)(Bs + 1) B3,

where we used Lemma 7.1 and ||8%¢| r» < C’o\’y|§/272/p for p € [4, 0], which comes

from Lemma 5.2. In any cases, we obtain R 3(t) < Co(|v(t)[m Y2 ) (B (t)+ 1) Ep (t).
Since the structure of r; 3 is the same as that of 7, 3 by replacing v with v;, we obtain

Ris(t) < Co(ly(O? + 1)(Em(t)* +1)

in the same way as above. We note that this is the place where we need not only to
Zy € C™(J,) but also to Z, € C™*(J,) in Assumption 1.2. Therefore, we obtain
the desired estimate. |

Lenma 7.6. — Tt holds that Ry(t) < Co(|v@®)|5/% + 1)(Em(t)? + 1) for <t < T.

Proof. — By (6.21) and (6.28), for any multi-index « satisfying || = m and oy <
m — 1 we have

10:| +10:0 < Co S (87 +18D)) + i,
|Bl=m
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which implies ||8tg5i(a)||Lz@) + ||at¢3i(,(:)”L2(l) < Co(Ey, + Ry). Therefore, we obtain
Ry < C’O(Em + R2)Rj3, which together with Lemmas 7.4 and 7.5 yields the desired
estimate. O

Lemma 7.7. — It holds that Rs(t) < Co for0 <t < T.

Proof. For any multi-index a; satisfying |a;| = m, we see easily that

{icf‘”’| < Co(|0m 1| + 1),
<

|b(a1)| Co (ZjJrk:mfl |8g6§'7| + 1)a
which together with Lemma 5.2 implies Rs < Co(|y|m-1+ 1) < Co. O
7.4. THE TRANSVERSALITY CONDITION. When we show the estimates in (7.1) for some

time T" > 0, we usually evaluate the time derivative of each quantities. Such a standard
procedure can work in the case m > 4. However, in the critical case m = 3, this proce-
dure does not work, especially, for the transversality condition |N - (V¢ — V()| = ¢o
on I', because we do not have the boundedness of the second order derivatives 0;V(
and 9;V(;. To bypass this difficulty, we prepare the following lemmas.

Lemva 7.8. — Let Q = &€ or J. There exists a positive constant C such that for any
f € H?((0,T) x Q) and any t € (0,T) we have

1F () = £(0, )|z 0y < CVE(If 2oy <) + 105 )2y + 10e£ (0, ) a2 @)

where the constant C' does not depend on T'.

Proof. — By using an appropriate extension operator from H*(Q) to H*(R?), it is
sufficient to show the estimate in the case Q2 = R2. We first consider the case
f(0,2) = 0:f(0,2) = 0. Then, by extending f(t,x) for t < 0 by zero and denoting
it by fo, we have fo € H?((—00,T) x R?) and || foll 2 ((~ oo, 1) x2) = | f || 52 ((0,7) xR2)-
We further extend fy(¢, ) for t > T smoothly by a standard procedure. Then, we have
Fy € H*(RxR?) and || Fo || w2 rxr2) < C|l foll r2((= 00,7 xR2)- Now, by the Sobolev em-
bedding theorem H?(R3) < C'/2(R?) we have

< OV Fy |l r2mxre)

< CVH| £l 20,7 xR2)-

We then consider the general case. By the trace theorem, we have f(0,-) € H3/?(R?)
and 9,f(0,-) € H'/2(R?). Therefore, there exists F € H?(R x R?) such that

{F(O,J?) :f(07x)7 6tF(07x) :8tf(07x)7
1] 2 ey < CULFO, )| a2 @ey + 186 £ (0, )12 rey) -
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Putting f1 := f — F, we have f1(0,2) = 9:f1(0,x) = 0. Therefore, we see that
[f(t,z) = f(0,2)] < fi(t, @) — fi(t, )| + |[F(t, z) — F(0, )]
< OVE(Ifill o myxe) + [ Fll 2 @xr2))
< OVE(If L0,y o) + I F 12 e

which gives the desired estimate. O

Lemvia 7.9, — Let Q = &€ or J. There exists a positive constant C such that for any
f € H?((0,T) x Q) and any t € (0,T) we have

£t ) = (0, ) Lo < Clfla2(0,0)x0)5
where the constant C' does not depend on T.

Proof. By a standard trace theorem, we have ||f((),~)||H1/2(Q) S e 0,1)x9)
so that, by a simple scaling t — T't, we get

1£0, M g/2) S A/VT + VDI £ (0,729
so that
10, arsrzcy + 106 (0, ) vz gy S (1/VE+ VO f L2 (0,0)x )

for 0 < ¢ <T'. This and Lemma 7.8 imply |f(t,2) — f(0,2)] S (1 + )| fl| z2(0,1)x0)-
Therefore, the desired estimate holds in the case 0 < ¢ < 1. On the other hand, in the
case t > 1, by the Sobolev embedding theorem we see that

1£(0, ) Loy S Ifllze0.yx2) S N la20.0)x0) S I la2(0,6)x0) -

In the same way, we have also || f(t,)||z~() S | fll#2(0.)x0)- Therefore, we obtain
the desired estimate. |

Now, we evaluate |N - (V( — V() (t, z)| as follows. For any « € I', by Lemma 7.9
we see that

[N - (V¢ = VG)(t ) = N - (V¢ = VG)(0,2)]
< AIVE(E, ) = VE(0, )l Lo ey + [IVE(E, ) = V0, )| 2= (g)
SIVCI a2 (0,1yxe) + VGl E2(00,7) %) -
Here, by Lemma 7.1 (iv) we have

T
V¢ omee < 3 / IV C(1)][2 et

lal<m—1

< Co / (R (0) o + 1) B (1)t
< CoM5 (MsT)'/? + ).

In view of
IVOG| < Co(|00™ | + 8™ | + 1)
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and Lemma 5.2, we have also
IV G120,y x3) < Col(MsT)'? +1T).
Therefore, we obtain
(7.8) |N - (V= VG)(t,2) = N - (V¢ = VG)(0,2)| < Co(My+ 1) ((MsT)'/? +T)
for any (t,x) € [0,T] x I.

1/2

7.5. COMPLETION OF THE A PRIORI ESTIMATES. By Lemma 7.5, our assumption (7.2),
and Holder’s inequality, we see that

T T
/ R3(t)dt < Co(MZ +1) / (t)[3/% + 1)dt
0 0

3/4
COM2+1{</ |2dt> T1/4+T}

< Co(M3 + 1)((MST)V* +1T).

Similarly, by Lemma 7.6 we have
T
/ Ry(t)dt < Co(Mj + 1)(M3T)V* +T).
0
Therefore, by (7.2), (7.6), Lemma 7.4, and Remark 7.3, we obtain

sp By (t) < CocCoMs { En(0) +1+ /OT Ry(t)dt + ( /OT R4(t)dt>1/2}

0<t<T
(7.9)
< Coe M1 4+ (M3 + 1) (M3T)V* + 1))

Similarly, we get

/OT Iy(t)|2,dt < C’o{(l + T+ M) sup (Epn(t)+1)% + (/OT R3(t)dt)2+T}

0<t<T

(7.10) < Co{ (M + 1)(My + 1)2 + (M2 + 1)2(MET)M* 4+ 7)2).

As for the first condition in (7.2), by Lemmas 5.2 and 7.1 we see that
18(h, w) | Lo ) + |Ohi] o< (9) + (00| L~ z2)
is bounded from above by
Co([10ull (&) + (80, 8%¢)|| L~ (@2)) < Co(Em + 1% +1)
< Co(Ma + 1)(J7[3/* + 1),
so that

(7.11)  [|[@(h,w)||L1 0,15 (&)) + [1OhillLr 0,73 (2)) + 100l L1 (0,15 (r2))
< Oo(My + 1) ((MsT?)Y* 4 T).

In view of (7.9)—(7.11), we first choose M; as an arbitrary positive constant, for
example, M; = 1. Then, we choose My = 2Coe“M: and M3 = 2Co(M; +1)(My+1)2.
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If we take the time 7" > 0 appropriately small depending only on these constants

M17

Moy, M3, and Cy, then we see that the solution satisfies in fact (7.2).

It remains to show that the solution satisfies also (7.1). Since J(0) C J, and J, is
open, there exists a constant §; > 0 such that for any X € R?, dist(X,J(0)) < &,

imp

lies X € J,. We note also that J(0) = {¢(0,z)|x € J}. Therefore, in order to

prove the first condition in (7.1), it is sufficient to show that for any = € J, we have
lp(t, ) — (0, z)| < 6;. By Lemmas 5.2 and 7.1 and the Sobolev embedding theorem
HY(Tr) < L>(Ty), we have

100 (gh — [w0[2) (D)l L= (&) < Co(Ma + 1) (Il + 1),
106y (t)| Lo T,y < Cos
10w (t) | m=1,e + |0i (t) |m=1,i + 10eY(&)|m-1 < Co(Mz + 1)(|7(&)|m + 1),

which together with (7.8) and the assumptions in (1.12) on the initial data implies

sup,eg [o(t ) — (0, 2)] < CoT,
inf (¢ 2ye 0, x e (8R(L, ) — [w(t, z)]?)
inf 2ye(0,m)xr [N - (V¢ = VG) (¢t 2)|
supgs < |7 () oo (1) < niro + CoT,
supg< i (W) lm—1,e + Ui @) lm-1,i + [7(#)lm-1)

< My + Co(Ma + 1)((M3T)Y2 + T).

2co — Co(My + 1) ((MsT?)V/* 4 T),
2co — Co(Ma + 1)((M3T)Y? + T)1/2,

2
2

Therefore, if we take T > 0 further small depending on the constants d1, cg, 7%, 7o,

COa

My, Ms, and Ms, then we see that the solution satisfies in fact (7.1), too. The

proof of Theorem 1.3 is complete. |
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