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A MORSE COMPLEX FOR AXIOM A FLOWS

by Antoine Meddane

Abstract. — On a smooth compact Riemannian manifold without boundary, we construct a
finite dimensional cohomological complex of currents that are invariant by an Axiom A flow
satisfying the strong transversality assumption. The cohomology of that complex is isomorphic
to the de Rham cohomology via certain spectral projectors. This construction is achieved by
defining anisotropic Sobolev spaces adapted to the global dynamics of Axiom A flows. In the
particular case of Morse-Smale gradient flows, this complex coincides with the classical Morse
complex.

Résumé (Un complexe de Morse pour les flots Axiome A). — Sur une variété riemannienne
compacte, lisse et sans bord, nous construisons un complexe cohomologique de courants, de
dimension finie, invariant par un flot Axiome A vérifiant l’hypothèse de forte transversalité. La
cohomologie de ce complexe est isomorphe à la cohomologie de de Rham via certains projecteurs
spectraux. Cette construction est réalisée en définissant des espaces de Sobolev anisotropes
adaptés à la dynamique globale des flots Axiome A. Dans le cas particulier des flots de gradient
de Morse-Smale, ce complexe coïncide avec le complexe de Morse classique.
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642 A. Meddane

1. Introduction

Axiom A flows are a class of dynamical systems introduced by Smale [68] to describe
chaotic dynamical systems. It arises in numerous physical problems and it contains
two very interesting examples: Morse gradient flows and Anosov flows. On the one
hand, the first one is well-known for its link with topology: notably through the Morse
inequalities [55], stated by Morse in 1920, which relate the Betti numbers of the
manifold and the number of critical points of a Morse function. Given a Riemannian
metric on the manifold, Smale [67] later gave another proof using dynamical arguments
and ideas going back to Thom [69]. On the other hand, Anosov flows were defined first
by Anosov in [1] to describe the properties satisfied by geodesic flows on negatively
curved manifolds and their links with the topology of the manifold are more subtle.

From a purely dynamical point of view, Axiom A flows are interesting because,
once they satisfy a dynamical assumption called the strong transversality assumption,
they form an open subset of the set of vector fields and the flow induced by any small
perturbation of the vector fieldX is topologically conjugated to the flow induced byX.
Moreover, we have for any vector field on a compact manifold without boundary the
equivalence:

Axiom A + strong transversality assumption ⇐⇒ C1-structurally stable,

which motivated for a long time the study of Axiom A flows. This equivalence is often
referred to as the C1-structural stability conjecture and it was solved by Robinson [60]
for the first implication and by Hu [48] (in dimension 3) and Hayashi [45], Wen [72]
(in all dimensions) for the converse statement. The proof of the C1-structural stability
conjecture for diffeomorphisms was previously obtained by Robbin [59] for the first
implication and by Mañe [54] for the converse statement. A good review on structural
stability conjectures can be found in the book of Wen [73]. Up to now, a proof of
the Cr-stability conjecture for r > 1 is out of reach due to regularity needed in the
closing lemma and in the Franks lemma. There exist other transversality assumptions,
such as the Kupka-Smale transversality, which was originally introduced (in the case
of Axiom A flows) by Smale under the terminology “Axiom B’ ”. The Kupka-Smale
transversality is weaker than the strong transversality since its definition only deals
with the periodic orbits of an Axiom A flow. It also has the nice property to be
generic, as it was proved by Palis-de Melo [56] on surfaces and by Peixoto [57] in the
general case. Using the contributions of many authors for the proof of the stability
conjectures, Aoki [2] (for Axiom A diffeomorphisms) and Gan [39] (for Axiom A flows)
proved that the set of Axiom A flows satisfying the strong transversality assumption
is exactly the interior of the set of Kupka-Smale flows(1). If we denote by KS(M)

the set of Kupka-Smale flows on M , by ST(M) the set of Axiom A flows satisfying
the strong transversality assumption and by SS(M) the set of C1-structurally stable

(1)These are the flows with a countable set of periodic orbits and with a finite set of fixed points
which are all hyperbolic and which satisfy the Kupka-Smale transversality assumption.
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A Morse complex for Axiom A flows 643

flows, then the previous discussion can be summarized by the equality

SS(M) = ST(M) = IntKS(M).

Equivalently, an Axiom A flow satisfying the Kupka-Smale transversality assumption
is structurally stable if and only if it lies in the interior of KS(M).

In another direction, the concept of currents(2) turns out to be very useful in the
study of gradient flows. More precisely, Laudenbach [51] and Harvey-Lawson [44]
gave a new interpretation of Morse homology in terms of currents by proving the
following statement. Let us consider a smooth compact Riemannian manifold (M, g)

of dimension n and a smooth Morse function f . If x denotes a critical point of index
k ∈ [[1, n]], then the stable manifold W s(x) for the flow induced by ∇gf is an embedded
submanifold of dimension k and we have (in the sense of currents)

(1) ∂[W s(x)] = [∂W s(x)] =
∑

ind y=ind x−1
y critical point

n(x, y)[W s(y)]

for some n(x, y) ∈ Z often called the instanton numbers. For every ℓ ∈ [[0, n]], the
space D′,n−ℓ(M) of currents of degree n− ℓ is defined as the topological dual of the
space of differential ℓ-forms Ωℓ(M), i.e., the space of smooth sections Γ(M ; ΛℓT ∗M).
An equivalent formulation for equation (1) is:

∀ω ∈ Ωk−1(M),

∫
W s(x)

dω =
∑

ind y=ind x−1
y critical point

n(x, y)

∫
W s(y)

ω.

This relation is often presented in the following algebraic form. Consider the differ-
ential on the complex of critical points defined by

∂x =
∑

ind y=ind x−1
y critical point

n(x, y) · y for every x ∈ Ck(f) = {critical points of index k},

with the same numbers n(x, y) as before. The cohomological complex (C∗(f), ∂) is
referred to as the Morse complex and is in fact quasi-isomorphic to the de Rham
complex, in the sense that the cohomology groups are the same. A remarkable feature
of (1) is that it gives a representation of this algebraic complex in terms of currents
that are invariant by the gradient flow. Morse inequalities have been generalized to
more general dynamical systems as one can witness in the book of Franks [36]. Yet,
to the best of our knowledge, the previous algebraic procedure does not extend to
Axiom A flows and there is no analogue of its analytical version as constructed by
Laudenbach. In this direction, we can mention the article of Ruelle and Sullivan [63] in
which they constructed similar closed invariant currents for Axiom A diffeomorphisms.
Nevertheless, their construction was only local (near a basic set) and was not enough to
recover the whole de Rham cohomology. More recently, Dang and Rivière showed how
to use the theory of Ruelle resonances [15] to define a natural cohomological complex

(2)In coordinates, differential forms with value in the set of distributions. We refer to the book
of Schwartz [65] and the lecture notes of Laudenbach [52] for a comprehensive introduction.
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644 A. Meddane

of currents associated with Morse-Smale and Anosov flows which are two particular
examples of Axiom A flows. Precisely, for a Morse-Smale gradient vector field V =

∇gf , they interpreted the Morse complex (C∗(f), ∂) as the complex (C∗(V ), d) where

(2) Ck(V ) = Ran

(
π
(k)
0 : ω∈Ωk(M ;C) 7→ 1

2iπ

∫
γ0

(L
(k)
V + z)−1(ω)dz ∈ D′,k(M ;C)

)
.

Here, the right term is the set of generalized eigencurrents associated with the Ruelle
resonance 0 of the Lie derivative of V = ∇gf which is usually defined by

L
(k)
V : u ∈ Ωk(M ;C) 7−→ d

dt t=0

(
φt

)∗
u ∈ Ωk(M ;C).

Moreover, γ0 denotes a sufficiently small closed curve surrounding 0 and d is the
exterior derivatives acting on currents. In order to make sense of this linear map π(k)

0

for every k ∈ [[0, n]], they proved in [15, Prop. 4.2] the meromorphic continuation of
the resolvent

z 7−→
∫
M

(
L

(k)
V + z

)−1

(ϕ) ∧ ψ =

∫
M

∫ +∞

0

e−tz(φ−t)∗(ϕ)dt ∧ ψ

for all (ϕ, ψ) ∈ Ωk(M ;C)×Ωn−k(M ;C) and for all k ∈ [[0, n]]. Moreover, they verified
that their Morse complex coincides with the complex of currents defined by Lauden-
bach in [51] by

(3) Ck(∇gf) = VectC
{
[W u(x)] ∈ D′,k(M), ∇gf(x) = 0, ind(x) = k

}
.

This complex is in fact quasi-isomorphic to the de Rham complex, i.e., the cohomol-
ogy induced by the Morse complex is isomorphic to the cohomology of the de Rham
complex. In this article, we associate a natural cohomological complex to every
Axiom A flow satisfying the strong transversality assumption using similar ideas.
Namely, we first prove:

Theorem 1. — Let V be an Axiom A vector field which satisfies the strong transver-
sality assumptions (11). There exists C0 > 0 such that, for every k ∈ [[0, n]], the
resolvent operator

z 7−→ (L
(k)
V + z)−1 : Ωk(M ;C) −→ D′,k(M ;C)

is holomorphic on Re(z) ⩾ C0 and continues meromorphically to the whole complex
plane C.

We call resonances the poles of the resolvent operators (L
(k)
V + z)−1 viewed as a

meromorphic function on C. In order to prove that (L
(k)
V + z)−1 admits a meromor-

phic extension, one needs to find good Hilbert spaces Hk, called anisotropic Sobolev
spaces, on which the Lie derivative operators −L

(k)
V have discrete spectrum of res-

onances. Moreover, due the anisotropic order of the Sobolev spaces, the generalized
eigencurrents in such spaces are very regular along the unstable manifolds and are very
irregular along the stable manifolds. Although the anisotropic Sobolev spaces strongly
depend on the dynamics of the flow, the spectrum of −L

(k)
V is somehow intrinsic and

does not depend on such spaces (as claimed in Theorem 1). This spectral approach
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has a long history that we shall briefly recall after the statement of the main theo-
rems. Furthermore, using analytic Fredholm theory [26, App. C], we will extend the
resolvent operator on the half planes Re(z) ⩾ −Ck (for arbitrarily large Ck) as a mero-
morphic family of Fredholm operators. In particular, we will find that the residue of
(L

(k)
V + z)−1 at z = 0 is a finite rank projector whose explicit expression is given by

π
(k)
0 := Resz=0(−L

(k)
V ) =

1

2iπ

∫
γ0

(L
(k)
V + z)−1dz : Ωk(M ;C) −→ D′,k(M ;C).

Here, γ0 denotes a positively oriented closed curve which surrounds the resonance 0

and no other resonances. The quasi-isomorphism with the de Rham complex is then
given by the maps π(k)

0 . Precisely, we prove:

Theorem 2. — Let V be an Axiom A vector field which satisfies the strong transver-
sality assumption (11). The complex (C∗(V ), d) defined in (2) is finite dimensional,
is quasi-isomorphic to the de Rham complex (Ω∗(M ;C), d) and the quasi-isomorphism
is given by the complex morphism π

(∗)
0 .

Moreover, for every k ∈ [[0, n]], there exist a Hilbert space Ωk(M ;C) ⊂ Hk ⊂
D′,k(M ;C) (with continuous injection) and a positive integer mk(0) such that

Ck(V ) = Ker
(
(−L

(k)
V )mk(0)

Hk

)
.

In addition, the complex (C∗(V ), d) of Theorem 2 generalizes the usual Morse
complex, in the sense that (3) is satisfied, when V is reduced to a Morse-Smale gradient
flow ∇gf . Theorem 2 is a consequence of Theorem 1 which relies on the construction
of the Hilbert space Hk presented earlier and which is the main technical issue of
this article. This last theorem shows the existence of a finite dimensional complex
representing the de Rham cohomology and generated by dynamical currents that are
almost invariant by the Axiom A flow, in the sense there may be Jordan blocks (the
constant mk(0) may be greater than 1).

The Hilbert spaces Hk of the statement are anisotropic Sobolev spaces adapted to
the spectral analysis of transfer operators,

Lt(u) = u ◦ φ−t ∀u ∈ C∞(M),

as it was initiated by Ruelle [62, 61]. Such an operator extends to the space of differ-
ential forms by setting

Lt(k)(u) := (φ−t)∗(u), ∀u ∈ Ωk(M)

and is related with the Lie derivative operator by the formula d
dtL

t
(k) = L

(k)
V Lt(k) for

every t ∈ R.

1.1. Earlier results on meromorphic continuations for Axiom A flows

These functional constructions were originally made by Ruelle using Markov par-
titions in view of studying the mixing properties of these dynamical systems and the
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646 A. Meddane

analytical properties of the zeta functions associated with their periodic orbits. Simi-
lar results have been obtained by Bowen, Fried, Rugh, Dolgopyat and others [7], [38],
[64], [20] also relying on symbolic dynamics.

Building on some earlier work [5] with Blank and Keller for Anosov diffeomor-
phisms, Liverani introduced in [53] Banach spaces of distributions with anisotropic
Hölder regularity adapted to contact Anosov flows. Among other things, these spaces
enabled him to prove the meromorphic continuation of the resolvent in some half
plane slightly beyond Re(z) = 0. This approach was further developed in subsequent
works with Butterley [9] and Giuletti-Pollicott [40] to show the meromorphic contin-
uation of (L(k)

V + z)−1 to the whole complex plane for every k ∈ [[0, n]] and for any
smooth Anosov flow. We also refer to [41, 42] for earlier results with Gouëzel in that
spirit for Axiom A diffeomorphisms, where the resolvent acts on compactly supported
functions near a compact locally maximal hyperbolic set. We can also mention [4] for
a different approach (still for diffeomorphisms and still locally near a hyperbolic set
called basic) by Baladi and Tsujii using anisotropic Sobolev spaces and methods from
Fourier/microlocal analysis.

From another perspective, the general theory of semiclassical resonances [26], [46]
was used to derive alternative approaches to construct Hilbert spaces adapted to
the dynamics. First, for smooth Anosov diffeomorphisms, Faure, Roy and Sjöstrand
recovered in [29] the existence of a discrete spectrum for the transfer operator. Then
for general Anosov flows, Faure and Sjöstrand constructed in [30] Hilbert spaces,
referred to as anisotropic Sobolev spaces, on which the Lie derivative L

(0)
V has discrete

spectrum on a large part of the complex plane. Their analysis used the machinery
of microlocal analysis as a toolbox and it reduced in some sense the problem to
a dynamical question, i.e., constructing an escape (or Lyapunov) function adapted
to the dynamics on the cotangent space. In [30], the meromorphic extension of the
resolvent was obtained for k = 0 and this result was extended to every k ∈ [[0, n]]

in [24] by Dyatlov and Zworski in view of applications to the Ruelle zeta function.
More information on the spectrum (e.g. band structure) has also been obtained by
Faure and Tsujii [70, 71, 31, 32, 33, 34] in the context of Anosov flows and contact
Anosov flows using these kinds of methods.

Subsequently, the meromorphic extension of the resolvent has been extended to
Axiom A flows by Dyatlov-Guillarmou [22, 23] under the assumption that the re-
solvent acts on differential forms supported near a fixed basic set. Although this
analysis was enough to prove the meromorphic continuation of the Ruelle zeta func-
tion for Axiom A flows, it does not seem to be sufficient to deduce Theorem 1 (and
thus Theorem 2) which does not require any support restriction. In that direction,
Dang and Rivière [15, 16, 17, 19] proved meromorphic continuation for globally sup-
ported test forms in the case of Morse-Smale gradient flows, a generic subset of Morse
gradient flows which satisfy the strong transversality assumption. In this series of
articles, Dang and Rivière gave a complete description of Pollicott-Ruelle resonances,
giving a band structure for the spectrum, computed the dimensions of eigenspaces
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by making explicit the eigenvectors in terms of de Rham’s currents and gave a new
proof of Morse-Smale inequalities. In particular, the link with the topology was made
possible through their global construction of Sobolev spaces adapted to the dynamics
of Morse-Smale flows. In this article, we gather the approaches of Dyatlov-Guillarmou
and Dang-Rivière so that we obtain the meromorphic continuation of the resolvent
acting on globally supported forms for general Axiom A flows. Finally, we emphasize
that, besides its applications to topology, Theorem 1 also answers a question raised
by Baladi in [3, p. 152] for hyperbolic diffeomorphisms.

1.2. Back to topology. — Recently, the developments of these analytical tools led to
much progress on the link between the topology of the manifold and the spectrum of
the Lie derivative, at least for the examples where the functional setup was globally
defined, namely Morse-Smale and Anosov flows. We recall here some of these advances.

– Contact Anosov flows in dimension 3. In that geometric framework, Dyatlov
and Zworski [25] computed the dimension of Ker(L

(k)
V )mk(0) for every k ∈ [[0, 3]] and

expressed it in terms of the Betti numbers of the manifold. They used this to generalize
earlier results of Fried [37] on the order of vanishing of the Ruelle zeta function.
In particular, their computation holds true for any geodesic flow acting on the unitary
cotangent bundle S∗Σ =: M of a compact negatively curved surface Σ. Borns-Weil
and Shen [6] extended [25] to the non-orientable case and Hadfield [43] showed a
similar result for compact negatively curved surfaces with boundaries.

– Anosov flows in high dimension. Küster-Weich [50] computed the dimension of
Ker(L

(1)
V )m1(0) in terms of the first Betti number for hyperbolic manifolds of dimension

̸= 3. Their result also holds for perturbations of hyperbolic metrics.
– Perturbation of Anosov flows. Cekić-Paternain [10] gave the first examples of

Anosov flows in dimension 3 which preserve a volume form where the vanishing order
of the Ruelle zeta function jumps under perturbation of the flow. Again this was
achieved by computing explicitly the dimension of the spaces appearing in the coho-
mological complex of Theorem 2. In dimension 5, Cekić-Dyatlov-Küster-Paternain [11]
found a similar result for geodesic flows on nearly hyperbolic 3-manifold (the unitary
cotangent bundle is 5-dimensional).

– Fried’s conjecture [37, 38]. Dang-Guillarmou-Rivière-Shen [14] established, in the
case of Anosov flows, a criterion in terms of the spaces appearing in Theorem 2 to
ensure that the value at 0 of the twisted Ruelle zeta function is locally constant.
It allowed them to prove Fried’s conjecture on the Reidemeister torsion for nearly
hyperbolic 3-manifolds. This was further pursued by Chaubet and Dang [12] who used
the cohomological complex of Theorem 2 to define a dynamical torsion for contact
Anosov flows in any dimension.

– Morse-Smale flows. Dang-Rivière [19] proved Theorem 2 in the case of Morse-
Smale and Anosov flows. In the specific case of Morse-Smale gradient flows [18], they
also considered the Lie derivative operator as a limit of the Witten Laplacian and
they obtained the Ruelle spectrum as a limit of the Witten spectrum. It enabled them
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648 A. Meddane

to recover the Witten-Helffer-Sjöstrand instanton formula and to prove the Fukaya
conjecture on Witten deformation of the wedge product.

1.3. Outline of the proof. — We use the microlocal approach to Pollicott-Ruelle
resonances of the Lie derivative operator LV as it was developed by Faure and Sjös-
trand. Recall that the proof of Theorem 1 relies on the construction of Hilbert spaces
adapted to the dynamics. Following [30], defining such spaces can be reduced through
some microlocal procedure to the construction of an escape function. More precisely,
one has to exhibit a family of functions that are decreasing along the Hamiltonian
flow of H(x, ξ) = ξ(V (x)) on the cotangent bundle T ∗M of M . The existence of
such decreasing functions, called energy or Lyapunov functions, is already known for
the flow on M as soon as V is an Axiom A flow satisfying the strong transversality
assumption. We can cite for example the articles of Conley [13], Wilson [74] for flows
and Pugh-Shub [58] for Axiom A diffeomorphisms satisfying Smale’s transversality
assumptions. One of the main novelty of this article is to do the same for the induced
Hamiltonian flow on T ∗M . It was already done by Faure-Sjöstrand [30] for Anosov
flows, by Dyatlov-Guillarmou [22] near a basic set and by Dang-Rivière in [15, 16] for
Morse-Smale flows. To construct a decreasing function along this Hamiltonian flow,
Dang and Rivière highlighted in the case of gradient flows [15] that one needs to prove
the compactness of the conormal distribution⋃

x∈M
{ξ ∈ S∗

xM : ξ(TxW
u(x−)) = 0, for x− the critical point s.t x ∈W u(x−)} ,

where W u(x−) denotes the unstable manifold of the critical point x−. Nevertheless,
to do so, they made a restriction on the class of Morse-Smale flows, namely, the exis-
tence of C1-linearization charts near critical points. Such a restriction is not available
for more general Axiom A flows and we need to proceed differently. In particular,
we note that our proof allows to remove this linearization assumption in the specific
case of Morse-Smale flows. To prove a similar result for Axiom A flows, we proceed
in three steps.

– We recall the definition of the strong transversality assumption for Axiom A
flows which generalizes the one used for Morse-Smale gradient flows.

– Then, we generalize the compactness result for conormal distributions without
using C1-linearizing charts. This step will require an analysis similar to the local
analysis near basic sets performed by Dyatlov-Guillarmou [22].

– We deduce the existence of a global escape functions for Axiom A flows which
satisfies the strong transversality assumption by adapting the construction of Faure-
Sjöstrand [30].

Concerning the proof of Theorem 2, we recall that that there is a strong analogy
with the Hodge-de Rham Laplace operator(3) ∆ = d ◦ d∗ + d∗ ◦ d = (d+ d∗)2 acting
on differential forms Ω∗(M) if we remark that

LV = d ◦ ιV + ιV ◦ d = (d+ ιV )
2.

(3)The derivative d∗ denotes the formal adjoint of d in L2(M ; ΛkT ∗M).
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Note also that both operators ∆ and LV commute with the exterior derivative d.
These analogies are at the heart of the proof of Theorem 2.

1.4. Organization of the article

– In Section 2, we recall the definition of an Axiom A flow and introduce the
dynamical tools we will need. Furthermore, we present in this part a few key notions
for our analysis which turn out to be related: Smale’s order relation on basic sets,
strong transversality assumption, filtrations (with open sets) and unrevisited neigh-
borhoods. We also explain how to bypass the C1-linearizing charts used in Dang-
Rivière’s articles.

– In Section 3, we present a possible construction of an escape function and we
state a generalization of the compactness result for conormal distributions which takes
into account the neutral direction given by the flow direction. The results stated in
this part were in fact the most challenging ones to prove.

– In Section 4, we define anisotropic Sobolev spaces, in which the Lie derivative
operators L(k)

V have discrete spectrum (see Theorem 5 from which Theorem 1 derives).
– In Section 5, we recall how the methods from [15, 19] can be adapted to deduce

Theorem 2 from Theorem 1.
– In Section 6, 7 and 8 we give the proof of the dynamical results such as the

construction of energy functions for Axiom A flows, the proof of the compactness of
conormal distributions and the construction of the global escape functions.

Acknowledgements. — The author would like to warmly thank Gabriel Rivière for
many explanations about his work with Nguyen Viet Dang and for his careful reading
and remarks which contributed a lot to improve this paper. We also thank the anony-
mous referee for the many suggestions and comments that also helped to improve the
exposition of this article.

2. Dynamical preliminaries.

Throughout this paper, we denote by (Mn, g) a smooth compact Riemannian man-
ifold without boundary of dimension n ⩾ 1 together with some smooth Riemannian
metric g. We also denote by dg the geodesic distance associated to the metric g and
by |.|g =

√
g(. , .) the norm induced on the fibers of the tangent bundle TM or on

the cotangent bundle T ∗M . To a smooth vector field V ∈ Γ(TM), we can associate a
flow (φt)t∈R which solves the Cauchy problem:

(4) ∀x ∈M, ∀t ∈ R,


d

dt
φt(x) = V (φt(x)),

φ0(x) = x.

The system (4) is highly non-linear in general, which makes difficult to predict the
large-time behavior of trajectories, especially in the case of hyperbolic dynamics.

Definition 2.1 ([68, p. 796]). — A point x ∈ M is said to be non-wandering if for
every neighborhood U of x and every T > 0 there exists t ∈ R such that |t| ⩾ T and
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φt(U)∩U ̸= ∅. The non-wandering points form a closed invariant subset of M , called
the non-wandering set, that we will denote by Ω := Ω(φt).

We refer to Appendix A or to the books [56], [49], [35] for a definition of hyperbolic
set.

Definition 2.2 (Axiom A flow, [68, p. 803], [35, Def. 5.3.29]). — A flow φt :M →M

is said to be Axiom A if its non-wandering set Ω is hyperbolic and can be written
as the union of the fixed points and of the closure of its periodic orbits with positive
period, i.e.,

Ω = F ⊔ Per(φt).

From the definition, one can remark that an Axiom A flow on a compact manifold
must have a finite number of fixed points (since they all are hyperbolic) which are
isolated in Ω. It is known from the works of Smale and Bowen that an Axiom A
flow has a non-wandering set which splits into a finite number of hyperbolic invariant
compact sets called basic sets:

Proposition 2.3 (Spectral decomposition, [68, §II.5], [7], [35, Th. 5.3.37])
If φt is an Axiom A flow, then its non-wandering set Ω decomposes into a finite

union of basic sets Ki:
(5) Ω = K1 ⊔K2 ⊔ · · · ⊔KN ,

where K basic means:
– K is compact and hyperbolic;
– K is locally maximal: there exists some open set O ⊆M such that

K =
⋂
t∈R

φt(O);

– K is topologically transitive, i.e., there exists a point x ∈ K such that
(φt(x))t∈R+

= K.

From now on, φt will denote an Axiom A flow on (M, g). We call attractor for φt
a basic set K which satisfies

K =
⋂

t∈R+

φt(O),

for some open set O ⊃ K. Similarly, we call repeller for φt a basic set K which satisfies
K =

⋂
t∈R−

φt(O),

for some open set O ⊃ K.

Remark 2.4
– The basic sets Ki of the decomposition (5) are the maximal (for the inclusion)

locally maximal, φt-invariant, compact, hyperbolic sets which are topologically tran-
sitive. A basic set is equal to the closure of its periodic orbits which can possibly be
reduced to a fixed point, i.e., have period 0.
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– If N = 1, then M = Ω(φt) = K1. This result is a consequence of the local
maximality of basic sets. It can be proved using Proposition B.3 (which uses the
definition of a stable/unstable set of a basic set introduced in the next paragraph)
together with the definition of the non-wandering set.

2.1. Stable and unstable manifolds. — We begin by recalling some well-known facts
concerning uniformly hyperbolic dynamics which can be found in [49] or [21]. Fix a
basic set K. For all ε > 0 and all z ∈ K, the stable manifold, weak stable manifold,
local stable manifold and local weak stable manifold at the point z are defined by

W s(z) := {x ∈M : dg(φ
t(x), φt(z)) −→

t→+∞
0}, W so(z) :=

⋃
t∈R

φt (W s(z)) ,

W s
ε (z) := {x ∈W s(z) : dg(φ

t(x), φt(z)) < ε, ∀t ∈ R+},
W so
ε (z) := {x ∈M : dg(φ

t(x), φt(z)) < ε, ∀t ∈ R+}.

By replacing s by u and φt by φ−t in the previous equalities, we could have defined
similarly the ∅/weak/local/local weak unstable manifolds. From this remark, let us
only deal with stable manifolds by keeping in mind that everything can be adapted
for unstable manifolds. Thanks to the Hadamard-Perron theorem, also called stable
manifold theorem, there exists ε0 ≪ 1 such that, for all z ∈ K, the sets W s/so

ε0 (z) are
smooth submanifolds of M of dimension ds/so, which is constant on each basic set.
Precise statements and proof of this result can be found in [49, Th. 6.4.9, p. 267] for
the case of diffeomorphisms and in [21, Th. 5, p. 34] for the case of flows. In general,
stable manifolds are not embedded submanifolds but only immersed submanifolds,
except in the case of Morse flows. Moreover, the stable manifold is related to the local
stable manifold thanks to the following formula [21, p. 24]:

W s(z) =
⋃
n⩾0

φ−n (W s
ε0(φ

n(z))
)
, (n ∈ N),

which does not depend on ε0 given by the stable manifold theorem. If K denotes a
basic set, then we define its stable set by

W s(K) := {x ∈M : d(φt(x),K) −→
t→+∞

0}.

Thanks to the shadowing lemma [49, Th. 18.1.6 p. 569] and to the local maximality of
basic sets, this last set decomposes into the stable manifolds of elements of K, namely

W s(K) =
⋃
z∈K

W s(z).

A proof can be found in [35, Th. 5.3.25] for Axiom A flows and in [8, Prop. 3.10, p. 53],
[72, Th. 6.26, p. 131] for Axiom A diffeomorphisms. For every ε > 0, we can define the
local stable set of K by setting

(6) W s
ε (K) =

⋃
x∈K

W s
ε (x).

Now, let us present a lemma which was originally given by Smale.
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Ki

Kj
W s
ε (Kj)

Figure 1. Illustration of Lemma 2.6. Note that the closure of the
global stable set of Kj contains the global stable set of Ki.

Lemma 2.5 (Partition by stable manifolds, [68, Cor. II.5.3] ). — We have the following
decomposition of M in stable sets:

(7) M =
N⊔
i=1

W s(Ki).

Lemma 2.5 dictates the behavior of the trajectories outside the non-wandering set.
Precisely, if we take an element x ∈M , then there exists a unique pair (i, j) ∈ [[1, N ]]2

such that x ∈W u(Ki)∩W s(Kj) and the decomposition (7) provides elements x− ∈ Ki

and x+ ∈ Kj such that x ∈ W u(x−) ∩W s(x+). The point x+ is unique modulo the
equivalence relation on Kj given by:

z1 ∼j z2 ⇐⇒ z1, z2 ∈ Kj and z1 ∈W s(z2).

A similar remark holds for x−.
Let us mention one more lemma concerning the closure of stable sets. The following

lemma is illustrated in Figure 1 and emphasizes the fact that the closure of the local
stable manifold of a basic set is still contained in the stable set of this basic set.

Lemma 2.6. — For every ε < ε0, where ε0 is the positive constant given by the stable
manifold theorem for the basic set K, we have W s

ε (K) ⊆W s
ε0(K).

Proof. — Thanks to the stable manifold theorem, there exist C, λ > 0 such that for
every z ∈ K and every ε < ε0,

(8) x ∈W s
ε (z) ⇐⇒ ∀t ⩾ 0, dg

(
φt(x), φt(z)

)
< min

(
Ce−λtdg(x, z), ε

)
.

Now, if we fix ε > 0 and if we consider a sequence ((xn, zn))n ∈ M × K which
converges to some limit (x∞, z∞) such that xn ∈W s

ε (zn) for all n ∈ N, then the rela-
tion (8) applied to (xn, zn) passes to the limit when n→ +∞ and gives in particular
x∞ ∈W s

ε0(z∞). □
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2.2. Lifting the dynamics on the cotangent. — Since we will use the analysis
through escape functions developed in [30, p. 329], we start by introducing the lifted
flow on the cotangent bundle T ∗M

Φt(x, ξ) = (φt(x),
(
Dφt(x)−1

)⊤
(ξ)), ∀(x, ξ) ∈ T ∗M

and its restriction to the unitary cotangent bundle S∗M = {(x, ξ) ∈ T ∗M, |ξ|g = 1}

(9) Φ̃t = κ ◦ Φt on S∗M, where κ : T ∗M ∖ 0M −→ S∗M, (x, ξ) 7−→ (x, ξ/|ξ|g).

Note that the flow Φt extends the flow φt to the cotangent bundle in the sense that
π ◦ Φt = φt ◦ π, where π denotes the projection from T ∗M to M identified with the
zero section, and that it is linear on each fiber. Moreover, the flow Φt sends T ∗M∖0M
into T ∗M ∖0M because the linear map Dφt(x) is invertible. Therefore, the flow Φ̃t is
well-defined on S∗M and is generated by a smooth vector field which will be denoted
by X̃H . To summarize, we have the following commutative diagrams:

T ∗M T ∗M

M M

π
Φt

φt

π

T ∗M ∖ 0M T ∗M ∖ 0M

S∗M S∗M

κ

Φt

Φ̃t

κ

Since our analysis will take place in T ∗M , we also define the dual distributions
associated with the neutral Eo, stable Es and unstable Eu distributions(4) which
appear in the definition of hyperbolicity (see Appendix A) at any point z ∈ Ω by

(E∗
o (z))(Eu(z)⊕ Es(z)) = 0,

(E∗
u(z))(Eu(z)⊕ Eo(z)) = 0, (E∗

s (z))(Es(z)⊕ Eo(z)) = 0.

This gives us a hyperbolic splitting of the cotangent bundle:

T ∗
zM = E∗

s (z)⊕ E∗
u(z)⊕ E∗

o (z).

2.3. Extension of the invariant distributions outside the non-wandering set

Thanks to the partition’s lemma 7 by stable manifolds, we can extend the previous
definitions outside the non-wandering set.

Definition 2.7. — For every x ∈ W s(x+) ∩W u(x−) with x− ∈ Ki and x+ ∈ Kj ,
we define the spaces E∗

s (x), E∗
so(x), E∗

u(x), E∗
uo(x) to be the largest spaces satisfying:

E∗
s (x)(TxW

so(x+)) = 0, E∗
so(x)(TxW

s(x+)) = 0,

E∗
u(x)(TxW

uo(x−)) = 0, E∗
uo(x)(TxW

u(x−)) = 0 .

Moreover, the definition does not depend on the choice of x+ and x− in W s(x+)∩Kj

and W u(x−) ∩Ki respectively.

(4)On a basic set K, we also use the notations E∗
so for E∗

s + E∗
o and E∗

uo for E∗
u + E∗

o .
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K1

K1

T2

K4 K4

K4K4

K2K3 K3

(a) Axiom A flow which does not satisfy
the (strong) transversality assumption: ex-
istence of a saddle-connection.

K1

K1

T2

K2 K2

K2K2

K3K4 K4

(b) Axiom A flow which satisfies the
(strong) transversality assumption.

Figure 2. Some Axiom A flows on the 2-torus.

Remark 2.8
– If x+ is a fixed point, then W so(x+) = W s(x+) and consequently E∗

s (x) =

E∗
so(x) ⊆ {ξ(V (x)) = 0}.
– The distributions E∗

s , E
∗
u, E

∗
so and E∗

uo are defined on the whole manifold and are
Φt-invariant.

– Recall that fixed points are isolated (Remark 2.4). So if x+ is not a fixed point
then we get that dimEso(x+) = dimEs(x+)+1 and dimW so(x+) = dimW s(x+)+1.
Therefore, we obtain E∗

s (x) = E∗
so(x)∩{ξ(V (x)) = 0} and dimE∗

so(x) = dimE∗
s (x)+1.

– We can extend the neutral distribution outside the non-wandering set by fixing,
for every x ∈W u(x−) ∩W s(x+),

E∗
o (x) := E∗

uo(x−) ∩ E∗
so(x+) = {ξ ∈ T ∗M, ξ (TxW

u(x−) + TxW
s(x+)) = 0} .

2.4. Strong transversality assumption. — In this part, we briefly recall the defi-
nition of the strong transversality assumption presented in the introduction, which
turned out to be the good transversality assumption to prove the structural C1-sta-
bility conjecture.

We say that φt satisfies the strong transversality assumption if for every (x−, x+) ∈
Ki ×Kj and for every x ∈W u(x−) ∩W s(x+) we have

(10) TxW
uo(x−) + TxW

so(x+) = TxM.

Since both spaces TxW uo(x−) and TxW so(x+) contain the flow direction R ·V (x), an
equivalent formulation to (10) is:

(11) TxW
u(x−) + TxW

so(x+) = TxW
uo(x−) + TxW

s(x+) = TxM.

Moreover, one can remark that the strong transversality assumption does not depend
on the choice of x− ∈ Ki and x+ ∈ Kj such that x ∈ W u(x−) ∩ W s(x+) in (10)
or (11).
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xKi
Kj

Figure 3. Order relation
between two fixed points.

xx− x+ KjKi

Figure 4. Order relation
between two basic sets.

Remark 2.9. — If x− or x+ is a fixed point then the strong transversality assumption
reads

TxW
u(x−) + TxW

s(x+) = TxM.

This is in particular the case for Morse-Smale gradient flows [15] where both x−
and x+ are fixed points.

From (11) and directly from the definitions, we can deduce the following disjoint-
ness properties:

E∗
s ∩ E∗

uo = 0M and E∗
so ∩ E∗

u = 0M ,

where 0M denotes the null section of T ∗M .

2.5. Order relation. — When Smale [68] defined Axiom A flows, he exhibited a
relation between basics sets of an Axiom A flow. Precisely, for two basic sets Ki

and Kj , he defined the relation ⩽ by
Ki ⩽ Kj ⇐⇒ W u(Ki) ∩W s(Kj) ̸= ∅

⇐⇒ ∃x ∈M, ∃(x−, x+) ∈ Ki ×Kj , x ∈W u(x−) ∩W s(x+).
(12)

This relation is illustrated in Figures 3 and 4 and gives a graph structure on the family
of basic sets, where the edges of the graph are the basic sets and an arrow between
two basic sets (from Ki to Kj) is given by the relation Ki ⩽ Kj . When φt satisfies
the strong transversality assumption, then the next theorem (originally due to Smale)
states that the relation ⩽ is a partial order relation. Since we were not able to find
out an explicit proof in the literature and for the sake of completeness, we present its
proof in Appendix B.

Theorem 3 (Smale, [68, Prop. 8.5, p. 784]). — If φt is an Axiom A flow, then we have
for every basic set K

W u(K) ∩W s(K) = K.

Moreover, if φt satisfies the strong transversality assumption (11), then the relation
⩽ defines a partial order relation. An equivalent definition of the relation ⩽ is then
given by

(13) Ki ⩽ Kj ⇐⇒ W s(Ki) ⊆W s(Kj) ⇐⇒ W u(Kj) ⊆W u(Ki),

and we have

(14) W u(Ki) =
⋃

j,Kj⩾Ki

W u(Kj) and W s(Kj) =
⋃

i,Ki⩽Ki

W s(Ki).
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K1

K2 K3

K4

K1

K3 K4

K2

Figure 5. Both graph correspond to the Axiom A flow on the 2-torus
of Figure 2(b). A path in the oriented graph corresponds to a con-
necting orbit between the basic sets. The left one has its indices
compatible with the graph structure contrary to the right one.

As we can see in Figure 2(a), relation (12) may not be an order relation when the
strong transversality assumption does not hold. Another consequence of this theorem
is that strong transversality implies the no-cycle property: the induced graph has
no cycle. This fact is necessary to ensure the existence of non-constant Lyapunov
functions for the flow φt.

2.5.1. Total order relation. — In order to use mathematical induction, we need to
consider a total order on the family of basic sets. It can be achieved as soon as the
Axiom A flow φt satisfies the no-cycle property. Therefore, if we assume the no-cycle
property, then we define a total order relation from Smale’s order relation ⩽ on the
basic sets as an order relation on [[1, N ]] compatible with the partial order relation ⩽
in the sense that

(15) Ki ⩽ Kj =⇒ i ⩽ j.

From now on, we assume the no-cycle property and we fix a total order relation.
In Appendix B, we prove that the set

⋃
j⩾iW

u(Kj) is compact for every i ∈ [[1, N ]].
Be aware that W u(Ki) and

⋃
j⩾iW

u(Kj) are not equal in general, see for example
Figure 5.

2.6. Filtrations and unrevisited neighborhoods

An important concept throughout our analysis is the concept of filtration. Even
though the term of filtration usually refers to an increasing sequence of subcomplexes
of a simplicial complex, we give here an open version deeply related to Morse homology
where the subcomplexes are open sets, i.e., submanifolds of dimension n = dimM

without boundary. To see the analogy, let us consider a Morse function f : M → R
which has N critical points x1, . . . , xN that all satisfy f(xi) = i to simplify. Then,
a filtration is given by the family of open sets (f−1(] − ∞, i + 1/2[))0⩽i⩽N . For a
general Axiom A flow, we give a definition of a filtration which appeared in the works
of Smale [68], Robbin [59, Lem. 7.9, p. 471].

Definition 2.10 (Filtration). — Let φt be an Axiom A flow which satisfies the no-
cycle property. Let us consider a total order relation on the basic sets in the sense
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O−
2

K1

O−
1

K3

K2

K4

O−
3

Figure 6. Example of a filtration on the sphere S2.

of (15). A sequence of open sets (O−
i )0⩽i⩽N is said to be a filtration for φ−1 if the

following conditions hold:
(i) The sequence is increasing:

∅ = O−
0 ⊆ O−

1 ⊆ · · · ⊆ O−
N =M.

(ii) For every i ∈ [[1, N ]], the open sets and their closures are φ−1-stable:
φ−1

(
O−
i

)
⊆ O−

i , φ−1
(
O−
i

)
⊆ O−

i .

(iii) For every i ∈ [[1, N ]], we have Ki ⊆ O−
i ∖ O−

i−1.

Remark 2.11
– Any filtration for φ−1 induces a filtration for φ1 by taking the interior of the

complementary of each open set, i.e., by setting O+
i := Int

((
O−
N−i

)c) for every i.
Indeed, from φ−1

(
O−
N−i

)
⊆ O−

N−i, we deduce

φ1(O+
i ) = φ1

(
Int

((
O−
N−i

)c)) ⊆ φ1
((
O−
N−i

)c) ⊆ (
O−
N−i

)c
.

So, φ1(O+
i ) is an open subset of

(
O−
N−i

)c, and by definition of the interior we get
φ1(O+

i ) ⊆ Int
((
O−
N−i

)c)
= O+

i . Moreover, we still have ∅ = O+
0 ⊆ O+

1 ⊆ · · · ⊆
O+
N =M and Ki ⊆ O+

N−i+1 ∖ O+
N−i.

– O−
i is a neighborhood of

⊔
j⩽iW

s(Ki). Indeed, O−
i contains every basic set Kj

for j ⩽ i and if x ∈ W s(Kj) then there exists k ∈ N such that φk(x) ∈ O−
i . Thus,

we deduce x ∈ φ−k(O−
i ) ⊂ O−

i .
– For every i ∈ [[1, N ]], let us define the set

Vi := O−
i ∩ O+

N−i+1.
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One can check that Vi is a neighborhood of Ki which satisfies Vi ∩ Ω = Ki and the
following property: for all m ∈ N and for all x ∈ Vi, if we have x ∈ Vi and φm(x) ∈ Vi

then we must have φk(x) ∈ Vi for all k ∈ [[0,m]]. In the example presented in Figure 6,
the basic set K3 belongs to O−

3 ∩ O+
2 .

This last remark brings us to the next definition.

Definition 2.12 (Unrevisited set, [59, p. 463] and [66]). — Let X be a smooth man-
ifold. A set W ⊆ X is called unrevisited for a diffeomorphism f : X → X if for any
integer m ∈ N,

x, fm(x) ∈W =⇒ ∀k ∈ {0, . . . ,m}, fk(x) ∈W.

We say that a set is unrevisited for the flow φt if it is unrevisited for the time-1
map φ1. According to the last point of Remark 2.11, the existence of unrevisited
neighborhoods is a consequence of the existence of a filtration for φt and of a filtration
for φ−t. Moreover, the existence of a filtration can be deduced from the existence of
a continuous Lyapunov function for the flow which goes back to the work of Conley
[13, p. 20] and which can be found in [35, Th. 1.5.44 & 5.3.47]:

Theorem 4 (Conley’s fundamental theorem of dynamical systems). — Let φt be an
Axiom A flow which satisfies the no-cycle property.(5) There exists a continuous func-
tion E : M → R which is constant on each basic set and take distinct values such
that,

E
(
φt(x)

)
< E(x), ∀t > 0, ∀x ∈M ∖ Ω,

and E ◦ φt ⩽ E everywhere for all t ⩾ 0.

Considering the sublevel sets associated with such a function E, it is not hard to
deduce

Corollary 2.13 (Existence of a filtration). — Under the same hypothesis, there exists
a filtration for the flow φt and there exists a filtration for the flow φ−t in the sense
of Definition 2.10.

Furthermore, intersecting two filtrations (one for φt and one for φ−t), we get:

Corollary 2.14 (Definition and existence of unrevisited neighborhoods)
Let K be a basic set. We say that an open set V of K is an unrevisited neigh-

borhood of K if K ⊂ V, V is an unrevisited set, V is also an unrevisited set and
Ω ∩ V = K. According to Theorem 4 and Corollary 2.13, there exist arbitrarily small
unrevisited neighborhoods V of K.

(5)We use here the fact that the chain recurrent set is equal to the non-wandering set when the
Axiom A flow satisfies the no-cycle property, which can be found in [35, Th. 5.3.47]. We refer to [35,
Def. 5.3.42] for a definition of the no-cycle property.
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Filtrations and unrevisited neighborhoods play an important role in the dynamical
proof of this article. The existence of Lyapunov functions, of filtrations and of un-
revisited neighborhood are related and almost equivalent. To make it easier to read,
we sketch the nonlinear dependencies between these three notions:

(1) We recall that if an Axiom A flow satisfies the strong transversality assumption
then it satisfies the no-cycle property.

(2) According to Conley, for an Axiom A flow satisfying the no-cycle property, there
exists a continuous Lyapunov function, and this implies the existence of a filtration.

(3) From this filtration, we can obtain arbitrarily small unrevisited neighborhoods.
(4) Once we have one filtration, we can construct filtrations for any total order

relation—see Lemma 6.3. This lemma mainly(6) relies on Proposition B.3 of Appen-
dix B.

(5) Using filtrations for every total order relation constructed in Lemma 6.3, we can
deduce Corollary B.5. Namely, we get the compactness of all the sets

⋃
i⩽jW

u(Kj)

and
⋃
i⩽jW

s(Ki), for every total order relation defined in Section 2.5.1.
(6) Once we have the compactness of these sets, we can construct smooth Lya-

punov functions adapted to the total order relation. Precisely, we can construct Lya-
punov functions with arbitrary values on the basic sets accordingly to the total order
relation—see Proposition 3.1.

Remark 2.15. — Theorem 4 implies actually something stronger. Indeed, the filtra-
tion given by the sublevel sets of the continuous Lyapunov function is stable by φ−t

for every t > 0 and, for every basic set K, there exists an open neighborhood V ⊃ K

such that: for all T ⩾ 0,

x, φT (x) ∈ V =⇒ ∀t ∈ [0, T ], φt(x) ∈ V.

Even if this last definition seems to be more natural for flows, we chose the diffeo-
like definition which will be more convenient for the analysis of the lifted Hamiltonian
dynamics on the phase space as we will see later on. Unrevisited neighborhoods will be
a very important tool of our analysis. They will be a purely dynamical alternative to
the C1 linearizing charts near critical points which were used in [15] for Morse-Smale
gradient flows, as we can witness in Figure 7.

Let us mention some properties satisfied by the unrevisited neighborhoods. All the
results mentioned below about unrevisited neighborhoods were not precisely stated
in the literature. They should be attributed to Conley, Robbin, Hirsch, Palis, Pugh,
Shub to the best of our knowledge. Precisely,

(P1) The intersection of two unrevisited sets is also an unrevisited.
(P2) We have a uniform approximation of the stable and unstable manifolds by

unrevisited neighborhoods in the sense of the following lemma.

(6)In particular, its proof does not use the compactness of the sets
⋃

i⩽j W
u(Kj) and⋃

i⩽j W
s(Ki) which is claimed in Theorem 3.
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K

W s
ε (K)

W u
ε (K)

x

φ1(x)

φm(x)
φ2m(x)

V ∩ φ2m(V)

φ−2m(V) ∩ V

φ−m(V) ∩ φm(V)V

Figure 7. Illustration of some unrevisited neighborhoods near a basic set.

Lemma 2.16 (Uniform convergence of unrevisited neighborhoods). — Let V be an
unrevisited neighborhood of a basic set K which satisfies V ∩ Ω = K. The following
equalities are satisfied:

(16)
⋂
m∈N

V ∩ φm(V) =W u(K) ∩ V,
⋂
m∈N

V ∩ φm(V) =W u(K) ∩ V.

Therefore, the sequence of unrevisited neighborhoods V ∩ φm(V) is decreasing with
respect to m ∈ N and tends to W u(K)∩V as m tends to +∞ for the geodesic distance
to a compact set, in the sense that

(17) sup
y∈V∩φm(V)

dg
(
y,W u(K) ∩ V

)
−→

m→+∞
0.

A similar statement holds for the stable manifolds if we replace φm by φ−m.

Remark 2.17. — For K and V as in the previous lemma, we deduce from the first
equation in (16) that the sets W s(K)∩V and W u(K)∩V are compact sets (as claimed
implicitly in (17)). This yields the inclusions

W s(K) ∩ V ⊆W s(K) ∩ V and W u(K) ∩ V ⊆W u(K) ∩ V.

Proof of Lemma 2.16. — Fix a basic set K and an unrevisited neighborhood V of K
such that V∩Ω = K. Note first that (17) can be deduced from (16) by contradiction.
Indeed, let us assume by contradiction that we can find ε > 0 and an increasing
sequence of integers (mi)i∈N satisfying mi → +∞ as i→ +∞ such that

dg(ymi
, z) > ε, ∀z ∈W u(K) ∩ V, ∀i ∈ N,
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where

ymi
∈ V∩φmi(V), dg(ymi

,W u(K)∩V) = sup
y∈V∩φmi (V)

dg
(
y,W u(K) ∩ V

)
, ∀i ∈ N.

By compactness of M , one can extract a subsequence (ym̃i
)i of (ymi

)i which converges
to a point y∞ as i tends to +∞. Assuming (16), we have on one hand that

y∞ ∈
⋂
i∈N

V ∩ φmi(V) =
⋂
m∈N

V ∩ φm(V) =W u(K) ∩ V

and on the other hand that

dg(y∞,W
u(K) ∩ V) ⩾ ε.

It leads to the expected contradiction. Now, it remains to prove (16). We begin by
proving the direct inclusion for the first equation in (16). To do so, consider a point y
which belongs to

⋂
m∈N V ∩ φm(V) and let us show that y lies in W u(K). Thanks to

Lemma 7, M decomposes into the unstable sets of the basic sets and thus there exists a
unique basic set K ′ such that y ∈W u(K ′). We claim that K ′ = K. By contradiction,
if K ′ ̸= K, then we choose η > 0 sufficiently small so that {x, dg(x,K ′) < η}∩V = ∅
and we choose m ∈ N sufficient large so that φ−m(y) ∈ W u

η (K
′) ⊂ M ∖ V (which

is possible by definition of the unstable set of K). But, by definition of y, we have
for all m ⩾ 0 that φ−m(y) ∈ φ−m(V ∩ φm(V)) ⊂ V, which leads to the expected
contradiction. Therefore, we must have K ′ = K and thus y ∈ W u(K) ∩ V. The
reverse inclusion for the first equation of (16) is a consequence of the fact that V is
unrevisited together with the definition of W u(K).

Now, it remains to prove the second equation of (16). To do so, it is enough to
remark that the inclusions

W u(K)∩V ⊆ V∩
⋂
m∈N

V∩φm(V) ⊆ V∩
⋂
m∈N

V∩φm(V) = V∩W u(K)∩V =W u(K)∩V

are actually equalities thanks to the first equation of (16). This ends the proof of the
lemma. □

Putting together the properties (P1) and (P2) we deduce the next property.
(P3) If V is an unrevisited neighborhood of a basic set K such that V ∩ Ω = K,

then the sequence (φm(V) ∩ φ−m(V))m∈N tends to(
W s(K) ∩ V

)
∩
(
W u(K) ∩ V

)
= (W s(K) ∩W u(K)) ∩ V = K

in the sense that
sup

y∈φm(V)∩φ−m(V)

dg (y,K) −→
m→+∞

0.

Remark 2.18. — The property (P3) rests on the relation W s(K)∩W u(K) = K which
is a consequence of Theorem 3, but whose proof does not need the strong transversality
assumption. Moreover, they are both related with the local maximality of the basic
set K. Indeed, from (P3) we deduce

K ⊆
⋂
t∈R

φt(V) ⊆
⋂
m∈Z

φm(V) =
⋂
m∈N

φm(V) ∩ φ−m(V) = K.
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3. Escape functions for Axiom A flows

Following the strategy of Faure and Sjöstrand [30], we will construct some function,
called an escape function, which will enable us to define anisotropic Sobolev spaces
on which the Lie derivative operator −LV has nice spectral properties. This function
is related to the construction of energy functions (also called Lyapunov functions)
whose existence will be stated in paragraph 3.2 and proved in Sections 6 and 7.

According to the strategy of [30], we need to construct an energy function on the
unitary cotangent bundle S∗M which is increasing along the (projected) Hamiltonian
flow Φ̃t. We choose here to split its construction into that of two energy functions
which are slightly easier to build independently: one on the base manifold M and one
on the fibers of S∗M .

3.1. Energy functions on M . — As recalled in Proposition 4, it is known from the
work of Conley [13] that any continuous flow on a compact manifold behaves like a gra-
dient flow outside an invariant set called the chain recurrent set (see for instance [56]
of [35] for a definition). For example, it is the case for gradient flows of Morse func-
tions where the chain recurrent set equals the set of hyperbolic fixed points and an
energy function is given by the Morse function itself. For Axiom A flows satisfying
the no-cycle property, the chain recurrent set equals the non-wandering set—see [35,
Th. 5.3.47]. Later, Wilson [74], Fathi and Pageault [28] explained how to regularized
Conley’s Lyapunov function. For the sake of completeness and since its proof will be
very instructive for the construction of energy functions on S∗M , we will provide a
smooth version to Conley’s result (recalled in Theorem 4) using filtrations and unre-
visited neighborhoods. Furthermore, the next proposition has the advantage to give
C∞ Lyapunov functions with arbitrary values on the basic sets of any Axiom A flow
satisfying the no-cycle property. The proof of next Proposition is given in Section 6
and the analysis on S∗M will be made in Section 7.

Proposition 3.1 (Energy function for Axiom A flows). — Let φt be an Axiom A flow
which satisfies the no-cycle property. For every ε > 0 and for every family of pairwise
distinct real numbers (λi)1⩽i⩽N compatible with the graph structure in the sense that

Ki ⩽ Kj =⇒ λi ⩽ λj ,

there exist an energy function E ∈ C∞(M), ε-neighborhoods Ni of Ki and a constant
η > 0 such that:

LV E ⩾ 0 on M, and LV E > η on M ∖
(
N⋃
i=1

Ni

)
.

Moreover, for all i ∈ [[1, N ]], the map E is close to λi on each Ni in the sense that

E = λi on Ki and sup
x∈Ni

|E(x)− λi| < ε.
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From now on, the vector field V ∈ Γ(TM) will be considered to be Axiom A and
to satisfy the strong transversality assumption (11) and in particular the no-cycle
property.

3.2. Energy functions for the Hamiltonian flow. — Let us define the following
Φ̃t-invariant subset of S∗M :

Σuo :=
⋃
x∈M

κ
(
E∗

so(x)∖ 0M
)
, Σs :=

⋃
x∈M

κ
(
E∗

u(x)∖ 0M
)
,

Σu :=
⋃
x∈M

κ
(
E∗

s (x)∖ 0M
)
, Σso :=

⋃
x∈M

κ
(
E∗

uo(x)∖ 0M
)
,

where κ denotes the projection on the unitary cotangent bundle defined in (9). They
will be our basic ingredients to construct energy functions on S∗M . Indeed, following
the ideas of Faure-Sjöstrand [30] and Dang-Rivière [15, 16], we will see that (Σuo,Σs)

and (Σu,Σso) are both a pair of repelling and attracting compact invariant sets for
the Hamiltonian flow Φ̃t. It will be enough to construct an energy function on the
fiber. First, let us recall that the strong transversality assumption implies that

Σuo ∩ Σs = ∅ = Σu ∩ Σso.

The following lemma proved in Section 7.4 tells us that they are indeed attracting
and repelling sets for the Hamiltonian flow:

Lemma 3.2. — For every (x, ξ) ∈ S∗M ∖ (Σs ∪ Σuo), we have

dS∗M

(
Φ̃t(x, ξ),Σs

)
−→
t→+∞

0 and dS∗M

(
Φ̃−t(x, ξ),Σuo

)
−→
t→+∞

0.

Similarly, for every (x, ξ) ∈ S∗M ∖ (Σso ∪ Σu), we have

dS∗M

(
Φ̃t(x, ξ),Σso

)
−→
t→+∞

0 and dS∗M

(
Φ̃−t(x, ξ),Σu

)
−→
t→+∞

0.

Moreover, contrary to Anosov flows for which it is rather immediate, we need to
make sure that these sets are compact sets. The next proposition is similar to the
compactness result of Dang and Rivière [15, Lem. 3.7, p. 15]. Its proof is given in
Section 7.3.

Proposition 3.3 (Compactness). — Let φt be an Axiom A flow which satisfies the
strong transversality assumption (11). Then, the subsets Σu, Σuo, Σso, Σs of S∗M

are Φ̃t-invariant compact sets.

To construct energy functions, we also need the existence of arbitrarily small stable
neighborhoods. The proof of next lemma is given in Section 7.5.

Lemma 3.4 (Invariant neighborhoods). — For every ε > 0, there exist ε-neighborhoods
Us/so (resp. Uu/uo) of Σs/so (resp. Σu/uo) which are Φ̃1-stable (resp. Φ̃−1-stable).

As a consequence of these three results, we obtain energy functions on the fiber
of S∗M . The proof of the following proposition is given in Section 7.6.
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Proposition 3.5 (Energy functions for the Hamiltonian flow)
Let φt be an Axiom A flow which satisfies the strong transversality assump-

tion (11). For every ε > 0, there exist energy functions E± ∈ C∞(S∗M ; [0, 1]),
ε-neighborhoods Ws/so of Σs/so, Wuo/u of Σuo/u and a constant η > 0 such that:

LXH
E+ ⩾ 0 on S∗M and LXH

E+ > η on S∗M ∖ (Wuo ∪Ws),

LXH
E− ⩾ 0 on S∗M and LXH

E− > η on S∗M ∖ (Wu ∪Wso).

Moreover, the map E± are constant on each Σ∗ and we have the estimate

sup
(x,ξ)∈Wu/uo

|E±(x, ξ)− 0| ⩽ ε and sup
(x,ξ)∈Ws/so

|E±(x, ξ)− 1| ⩽ ε.

3.3. The escape functions. — Next, we give a global escape function which extends
the construction of Dyatlov and Guillarmou [22] to the whole manifold and coincide
with the one of Dang and Rivière [15] for Morse-Smale gradient flows and the one
of Faure-Sjöstrand [30] for Anosov flows. The proof of next proposition is given in
Section 8.

Proposition 3.6 (Escape function). — Let u, s, n0 ∈ R be such that u < 0 ⩽ n0 < s.
There exists a smooth function m(x, ξ) ∈ C∞(T ∗M) called an order function and an
escape function Gm ∈ C∞(T ∗M) defined by:

Gm(x, ξ) = m(x, ξ) log
√

1 + f(x, ξ)2

where f ∈ C∞(T ∗M) is positive everywhere and homogeneous of degree 1 in ξ as
soon as |ξ| ⩾ 1, and where m is defined by m(x, ξ) = χ(|ξ|2)E(x, ξ/|ξ|) with χ

being a smooth cut-off function such that χ = 0 on ] − ∞, 1/2], χ = 1 on [1,+∞[,
χ ⩾ 0 everywhere as in Figure 8, and E being a linear combination of previous energy
functions:

E(x, ξ) := −E(x) + 2s+ (2u− n0)E+(x, ξ) + (n0 − 2s)E−(x, ξ).

Moreover, we have the following estimates:
(1) There exist conical neighborhoods Ñs/o/u of

⋃
z∈M E∗

s/o/u(z) ∖ 0M such that
f = |ξ(V )| on Ño and for |ξ| ⩾ 1,

1

2
n0 ⩽ m ⩽ 2n0 on Ño,

m ⩾ s on Ñs, and m ⩽ u on Ñu.

Also, the open sets can be chosen arbitrarily close to the invariant distributions E∗
s ,

E∗
o and E∗

u as in Proposition 3.5.
(2) The map Gm is strictly decreasing along the flow Φt except at points (x, ξ)

where |ξ| is small or where x is in a small neighborhood of the non-wandering set
and ξ is in a conical neighborhood of E∗

o : for all i ∈ [[1, N ]], there exist an open
neighborhood Ni of Ki and a radius R > 0 such that for all (x, ξ) ∈

⋃
z∈∪Ni

T ∗
zM∖Ño

such that |ξ| ⩾ R and for all (x, ξ) ∈
⋃
z/∈

⋃
i Ni

T ∗
zM such that |ξ| ⩾ R

X(Gm)(x, ξ) < −cmin(s, |u|) =: −Cm < 0,
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2

1

0

χ

Figure 8. Cut-off function χ.

with c > 0 being independent of the constants u, n0, s and of the size of the conical
neighborhoods.

(3) More generally, for every (x, ξ) ∈ T ∗M such that |ξ| ⩾ R, we have

X(Gm)(x, ξ) ⩽ 0.

4. Anisotropic Sobolev spaces

The purpose of this section is to construct some Hilbert spaces in which the operator
−L

(k)
V acting on sections of Ek := ΛkT ∗M⊗C has good spectral properties. For k = 0

and for Anosov flows, Faure and Sjöstrand defined an anisotropic Sobolev space which
can be roughly written as exp(Gm(x,−iD))−1L2(M ;C) using the escape function Gm
of Proposition 3.6. This construction can be extended to the fiber bundle ΛkT ∗M⊗C
of differential forms with complex values for every k ∈ [[0, n]] as explained in [24].
So, we construct a pseudodifferential operator acting on sections of Ek which has for
principal symbol

A(k)
m (x, ξ) = exp(Gm(x, ξ)) IdEk(x) ∈ C∞(

T ∗M,Hom(π∗Ek, π
∗Ek)

)
,

with Gm being the escape function obtained in Proposition 3.6 and were π∗Ek → T ∗M

denotes the pull-back bundle by the projection π : T ∗M → M . We denote this sym-
metric(7) pseudodifferential operators by A(k)

m : Ωk(M ;C) ⊂ L2(M ;Ek) → Ωk(M ;C)
and we refer for instance to [75, Chap. 4, p. 56] for a definition of the Weyl quantization
on Rn and to [24, App. C.1, p. 29],[16, §9.2 p. 40] for pseudodifferential operators on
manifolds and vector bundles. Furthermore, the symbols A(k)

m (x, ξ) belong to a class of
symbols with variable order whose properties are discussed in the appendix of [29] and
they are elliptic in the sense of [29, Def. 8, p. 40]. It implies the existence of a smooth-
ing operator r̂ : D′,k(M ;C) → Ωk(M ;C) such that Ã(k)

m := A(k)
m + r̂ : Ωk(M ;C) →

Ωk(M ;C) is formally self-adjoint, elliptic and invertible—see [29, Lem. 12, p. 42]. Thus,

(7)This pseudodifferential operator is defined using Weyl quantization in a coordinate system.
This quantization is known for mapping a real symbol to a symmetric operator. We refer the reader
to the book [75, Chap. 4, Th. 4.1] for Weyl quantization on Rn and to the book [26, App. E] for Weyl
quantization on a variety.
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we choose (Ã(k)
m )−1 to be a representative of the inverse of A(k)

m modulo smoothing
operators by setting (Ã(k)

k )−1 := (A(k)
m + r̂)−1 and we define, following [29] and [30],

the anisotropic Sobolev space

Hm
k := (Ã(k)

m )−1L2(M ;Ek), ⟨u, v⟩Hm
k

:= ⟨Ã(k)
m u, Ã(k)

m v⟩L2(M ;Ek).

The space Hm
k endowed with ⟨., .⟩Hm

k
is isometric to the space L2(M ;Ek). Moreover,

it is isomorphic(8) to the space Hm
0 ⊗ Ωk(M ;C), and the following inclusions

Ωk(M ;C) ⊂ Hm
k ⊂ D′,k(M ;C).

are continuous, where D′,k(M ;C) is endowed with the weak topology—see [65].

4.1. Spectral properties. — Adapting the proof of [30, Th. 1.4] to the case of vector
bundles and using the properties(9) of the escape function stated in Proposition 3.6
(which is the exact analogue of Lemma 1.2 in [30]), one can establish the existence of
a discrete spectrum on these anisotropic Sobolev spaces:

Theorem 5 (Discrete spectrum). — Let φt be an Axiom A flow satisfying the strong
transversality assumption (10). Let Gm be an escape function. For every k ∈ [[0, n]],
the operator −L

(k)
V defines a maximal closed unbounded operator on Hm

k with domain

D(−L
(k)
V ) = {u ∈ Hm

k : −L
(k)
V u ∈ Hm

k } and L
(k)
V : D(−L

(k)
V ) ⊂ Hm

k −→ Hm
k .

Moreover, there exists a constant C0 ∈ R (which depends on the choice of the escape
function Gm) such that

−L
(k)
V has empty spectrum on Re(z) ⩾ C0,

and there exists a constant C1 > 0 (which only depends on the vector field V and the
metric g) such that

−L
(k)
V has discrete spectrum on Re(z) ⩾ −Cm + C1,

where Cm > 0 is the constant given by Proposition 3.6.

The eigenvalues of −L
(k)
V on the anisotropic Sobolev space are called the Pollicott-

Ruelle resonances of −L
(k)
V . There are many (equivalent) definitions of resonances.

In particular, they can be viewed as the poles of the resolvent operator (−L
(k)
V −z)−1 :

Ωk(M ;C) → D′,k(M ;C). Let us make a few remarks about them:

Remark 4.1

– The discrete spectrum of −L
(k)
V is intrinsic in the sense that it does not depend

on the escape function, and the essential spectrum can be chosen as far as we want
to the origin by taking m such that Cm ≫ 1. We refer to [30, Th. 1.5, p. 134] for a
proof in the case of Anosov vector fields.

(8)The idea is that any current u ∈ D′,k(M) writes in coordinates as a k-form with coefficients in
D′(M), i.e., u =

∑
ui1,...,ikdx

i1 ∧ · · · ∧dxik where ui1,...,ik ∈ D′(M). A partition of unity argument
gives the result.

(9)These are the only properties used in the proof of [30].
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−Cm + C1 C0

Essential spectrum Discrete spectrum No spectrum

0

Figure 9. Illustration of Pollicott-Ruelle resonances of −L
(k)
V on the

anisotropic Sobolev space Hm
k . The fact that 0 is a resonance or not

depends on k.

– The set of resonances is symmetric along the real axis since the vector field V is
real.

– When k = 0, the resonances are included in the set {Re(z) ⩽ 0} and the point
z = 0 is a resonance since the constants are solutions of LV u = 0. This fact is not true
in general for k > 0 and the optimal constant h ∈ R such that there is no spectrum
in the set Re(z) > h is related to the topological entropy of the basic sets.

– From the previous remark, we can see that the resonance 0 is somehow related
to Morse inequalities:

dim(Ker(−LV )) ⩾ b0 = dimH0(M),

where b0(M) is the number of connected components of M and where Ker(−LV )

denotes the kernel of the Lie derivative viewed as an unbounded operator on Hm
0 .

– From the first point, we can deduce that the space Ker((−L
(k)
V )ℓ) does not depend

on the space function m for any ℓ ∈ N (provided m is chosen such that −Cm+C1 < 0).

Before going deeper into topological considerations, let us recall some useful prop-
erties of the operators −L

(k)
V .

Remark 4.2
– When proving the discrete spectrum theorem for Anosov vector fields, precisely in

[30, Lem. 3.3, p. 343], Faure and Sjöstrand obtained a bound on the resolvent operator
which remains true in our context. For every z such that Re(z)>C0, we have

∥(L(k)
V + z)−1∥Hm

k →Hm
k

⩽
1

Re(z)− C0
.

An application of the Hille-Yosida theorem [27, Cor. 3.6, p. 76] yields that

(φ−t)∗ : Hm
k −→ Hm

k , ∀t ⩾ 0,
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generates a strongly continuous semi-group whose norm is bounded by eC0t. Therefore,
for every z such that Re(z) > C0 we can write the resolvent as follows:

(L
(k)
V + z)−1 =

∫ +∞

0

e−zt(φ−t)∗dt : Hm
k −→ Hm

k ,

where the integral converges absolutely. Note that it is convenient to use the conven-
tion (φ−t)∗ = e−tL

(k)
V : Hm

k → Hm
k .

– If z0 is any resonance of −L
(k)
V such that Re(z0) > −Cm+C1, then we can define

the Riesz projector

π(k)
z0 :=

1

2iπ

∫
γz0

(L
(k)
V + z)−1dz : Hm

k −→ Hm
k ,

where the integral is over a positively oriented closed curved γz0 which surrounds the
resonance z0 and no other resonances. Moreover, it commutes with L

(k)
V and it has

finite rank. Note that this definition still makes sense when z0 is not a resonance and
in that case, π(k)

z0 is identically 0. Note also that π(k)
z0 commutes with the exterior

derivatives d because L
(k)
V commutes with d thanks to the Cartan formula.

– The resolvent operator writes as a Laurent series near z0:

(L
(k)
V + z)−1 =

mk(z0)∑
ℓ=1

(−1)ℓ−1 (L
(k)
V + z)ℓ−1π

(k)
z0

(z − z0)ℓ
+Rz0,k(z),

where Rz0,k is holomorphic near z0.

5. Construction of the Morse-de Rham complex

Let us define Resk(V ) as the set of resonances z ∈ C of the operator −L
(k)
V ,

i.e., the set of points z0 ∈ C such that we can find an escape function Gm with
Re(z0) > −Cm+C1 and such that the algebraic multiplicity of z0, denoted by mk(z0),
satisfies mk(z0) ̸= 0. We can then define CkV (z0) as the range of the projector π(k)

z0

defined on the space of k-forms Ωk(M ;C). Equivalently, we have

CkV (z0) = Ker
(
(L

(k)
V + z0)

mk(z0)
)
,

and since π(k)
z0 has finite rank, the vector space CkV (z0) is finite dimensional. Recall

that this space is independent of the choice of the escape function used to define
Hilbert spaces—see [30, Th. 1.5 p. 334]. Also, the exterior derivative d maps the space
CkV (z0) into Ck+1

V (z0) because d commutes with the spectral projector π(k)
z0 , a property

which follows from the fact that d commutes with L
(k)
V thanks to Cartan’s formula.

We will denote by H(C∗
V (0), d) the cohomology of the spectral complex associated

with the eigenvalue 0 and by Hk(M ;C) the complex k-th de Rham cohomology:

Hk(C∗
V (0), d) =

Ker(d Ck
V (0))⧸Ran(d Ck−1

V (0))
,

Hk(M ;C) = Ker(d Ωk(M ;C))⧸Ran(d Ωk−1(M ;C))
.

Theorem 2 of the introduction is a consequence of the next theorem.

J.É.P. — M., 2025, tome 12



A Morse complex for Axiom A flows 669

Theorem 6. — Suppose that the vector field V generates an Axiom A flow which
satisfies the strong transversality assumption (10). For every integer k ∈ [[0, n]], the
map

π
(k)
0 : Ωk(M ;C) −→ CkV (0)

induces an isomorphism between Hk(M ;C) and Hk(C∗
V (0), d).

The proof of this theorem is given in [19, Th. 2.1]. It was actually proved in the
case of Morse-Smale flows but the proof also works for Axiom A flows since it rests on
algebraic arguments. Its starting point is the commutation formula π(k+1)

0 ◦d = d◦π(k)
0

which is a consequence of the fact that the Lie derivative commutes with the exterior
derivative, due to the Cartan formula. Then, the (quasi-)isomorphism of the statement
can be deduced from the following de Rham theorem.

Theorem 7 (de Rham). — The following statements are true:
(1) Let u be an element in Hm

k satisfying du = 0. There exists ω ∈ Ωk(M ;C) such
that u− ω ∈ d

(
Hm+1
k−1

)
.

(2) If u = dv with u ∈ Ωk(M ;C) and v ∈ D′,k−1(M ;C), then there exists ω ∈
Ωk−1(M ;C) such that

u = dω.

This result can be found in [65, p. 355] or in [19, p. 16] for this version using
anisotropic Sobolev spaces.

6. Energy functions and application to Axiom A flows

6.0.1. A useful lemma. — In this part, we recall a general analysis introduced in [30]
which will be applied to both flows φt :M →M and Φ̃t : S∗M → S∗M .

Let us consider some smooth vector field v ∈ Γ(TX) on a compact Riemannian
manifold (X, g0) and let us denote by exp(t · v) the flow generated by v. A pair of
compact sets (K+,K−) is said to be attractor-repeller for the flow exp(t · v) on X if
it satisfies the two following conditions:

(i) ∀x ∈ X ∖ (K− ∪K+), dg0(exp(t · v)(x),K±) −→
t→±∞

0.
(ii) There exist open neighborhoods V± of K± stable by exp(±1 · v) such that

V− ∩ V+ = ∅.

Lemma 6.1 (Faure-Sjöstrand, [30]). — Let (K−,K+) be an attractor-repeller pair for
the flow exp(t · v) on the compact Riemannian manifold (X, g0) and fix ε > 0. There
exist ε-neighborhoods W± of K±, an energy function m ∈ C∞(X; [0, 1]) and a constant
η > 0, which depends on ε, such that v(m) ⩾ 0 everywhere and v(m) > η outside
W−∪W+. Moreover, we have m > 1−ε on W+ and m = 1 on K+. Similarly, we have
m < ε on W− and m = 0 on K−.

This lemma is proved in a way similar to Lemma 2.1 of Faure-Sjöstrand [30, p. 336].
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K− K+

V− V+

Figure 10. Illustration of an attractor-repeller system.

6.1. Energy functions for Axiom A flows. — In this part, we explain how to con-
struct an energy function for the flow φt from the previous lemma. More precisely,
we prove Proposition 3.1. The construction of an energy function presented here splits
in three parts:

– First, for every total order relation in the sense of Section 2.5.1 and for every
ε > 0, we define an ε-filtration from the unrevisited neighborhoods. It is stronger to
the existence of a filtration given by Corollary 2.13 since it holds for every total order
relation and not only for the one induced by the continuous Lyapunov function of
Theorem 4. It will enable us to choose the value of the Lyapunov function on the
basic sets, as in the statement of Proposition 3.1.

– Then, we prove that for any total order relation and for every j ∈ [[2, N ]], the
pair (

⋃
k⩾jW

u(Kk),
⋃
i<jW

s(Ki)) is an attractor-repeller pair.
– Finally, as a consequence of Lemma 6.1 we obtain a family of energy functions Ei

and a linear combination of them gives the global energy function for φt.

Lemma 6.2 (Invariant neighborhoods on the base). — For every total order relation
given in Section 2.5.1 and for every j ∈ [[2, N ]],

⋃
i<jW

s(Ki) and
⋃
k⩾jW

u(Kk) are
disjoint invariant compact sets such that:

(18) ∀x /∈
⋃
i<j

W s(Ki), d(φt(x),
⋃
k⩾j

W u(Kk)) −→
t→+∞

0

and

(19) ∀x /∈
⋃
k⩾j

W u(Kk), d(φ−t(x),
⋃
i<j

W s(Ki)) −→
t→+∞

0.

Proof. — The fact that these sets are disjoint and compact is a direct consequence
of the order relation’s properties. Now, consider x /∈

⋃
i<jW

s(Ki). From the decom-
position (7) of M into stable manifolds of the basic sets, there exists k ∈ [[1, N ]]

such that x ∈ W s(Kk). Thanks to our choice of a total order relation in the sense
of Section 2.5.1, we necessarily have k ⩾ j. This proves the convergence (18). Up to
replacing the flow φt by φ−t, we also get the convergence (19). □
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Now, the key point is to prove the second property of an attractor-repeller. This is
given by the next lemma which is slightly more precise, is a corollary of Theorem 4,
and is inspired by the filtration lemma of Robbin [59, 7.9]

Lemma 6.3. — For every total order relation (Section 2.5.1) and for every ε > 0,
there exists a filtration (O−

ℓ (ε))1⩽ℓ⩽N on M for φ−1 which is within a distance ε of
the stable manifolds and there exists a filtration (O+

ℓ (ε))1⩽ℓ⩽N on M for φ1 which is
within a distance ε of the unstable manifolds, in the sense that ∀j ∈ [[1, N ]],

sup
y∈O−

j (ε)

dg

(
y,

⋃
i⩽j

W s(Ki)
)
< ε, sup

y∈O+
N−j+1(ε)

dg

(
y,

⋃
k⩾j

W u(Kk)
)
< ε.

The proof rests on the next sub-lemma which enables us to construct the filtration
by induction from a total order relation on the basic sets. This sub-lemma will also
be used in the proof of Proposition 3.5 in order to lift the filtration on S∗M .

Sub-Lemma 6.4 (Uniform traveling time for unstable annulus). — Let V be an unre-
visited neighborhood of a basic set K such that V∩Ω = K. Let O be an open set such
that V ⊂ M ∖ O, φ1(O) ⊂ O and such that O is a neighborhood of {Kj , K < Kj}.
For every m ∈ N, we define the annulus A(m) by

A(m) := φm(V) ∩ V∖ φ−1(V).

If K is not an attractor, i.e., W u(K) ∖K ̸= ∅, then O ̸= ∅, the compact set A(m)

satisfies A(m) ̸= ∅, A(m) ∩W u(K) = A(0) ∩W u(K) for every integer m ⩾ 0 and
there exist k0,m0 ∈ N such that for every m ⩾ m0

φk0 (A(m)) ⊂ O.

Proof. — We split the proof in 4 steps.

Step 1. — We show that for every m ∈ N we have A(m) ̸= ∅ and W u(K) ∩A(m) =

W u(K) ∩ A(0). Since the relation W u(K) ∩ φm(V) ∩ V = W u(K) ∩ V is satisfied,
we must have

W u(K) ∩A(m) =W u(K) ∩A(0) = {x ∈W u(K) ∩ V, φ1(x) /∈ V}

for all m ∈ N. Let us prove that the last set is non-empty. If x belongs to
W u(K) ∩ V∖K, which is non-empty as K is not an attractor, then one can find
an integer ℓ0 ⩾ 0 such that φℓ0(x) ∈ W u(K) ∩ V and φℓ0+1(x) /∈ V by fixing
ℓ0 = sup{ℓ ∈ N, φℓ(x) ∈ V} (which is finite by definition of x).

Step 2. — We find for every x in W u(K)∩A(0) an integer k(x) > 0 such that we have
φk(x)(x) ∈ O. Thanks to Lemma 2.5, we know that there exists a basic set K ′ such
that x ∈ W s(K ′). Thus x ∈ W u(K) ∩W s(K ′). By definition of the Smale relation,
it implies K ⩽ K ′. Also, we must have K ̸= K ′. Indeed, otherwise we would have
x ∈W u(K)∩W s(K) = K, according to Theorem 3, which is in contradiction with the
fact that x ∈ A(0) ⊂ M ∖K. Consequently, we must have K ′ ⊂ O and the claimed
existence of the integer k(x) follows from the definition of the stable manifold of K ′

together with the inclusion K ′ ⊂ O.
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Step 3. — We prove by contradiction that there exists k0 ∈ N such that

φk0(W u(K) ∩A(0)) ⊂ O.

By contradiction, assume that for every integer k ∈ N∗ there exists xk∈W u(K)∩A(0)

such that φk(xk) /∈ O. By compactness of V, we can extract a subsequence (xkℓ)ℓ∈N
which converges to some x∞ ∈ V. According to Remark 2.17, we must have x∞ ∈
W u(K) ∩ V. Also, by definition of A(0), the elements φ1(xkℓ) belong to M ∖ V.
So, letting ℓ tend to +∞, we deduce that φ1(x∞) ∈ M ∖ V. Therefore, we have
x∞ ∈ W u(K) ∩ A(0) and step 2 implies that φk(x∞)(x∞) ∈ O. By continuity of
φk(x∞) and since O is open, there exists ℓ0 ⩾ 0 such that φk(x∞)(xkℓ) ∈ O for every
ℓ ⩾ ℓ0. By stability of O, this leads to

φk(xkℓ) ∈ O, ∀k ⩾ k(x∞), ∀ℓ ⩾ ℓ0,

which is in contradiction with the construction of xkℓ for ℓ sufficiently large.

Step 4. — We extend step 3 to A(m) for m large enough. Thanks to Lemma 2.16,
we obtain that

sup
x∈A(m)

dg (x,A(0) ∩W u(K)) −→
m→+∞

0.

Therefore, we deduce by continuity from step 3 that there exists an integer m0 ∈ N
such that

(20) φk0(A(m)) ∈ O, ∀m ⩾ m0.

This concludes the proof of the sub-lemma. □

Proof of Lemma 6.3. — Consider a total order relation on the family of basic sets. Let
us proceed by induction to construct a filtration on M stable by φ1. The following
arguments adapt easily to construct a filtration φ−1-stable if we change φ1 by φ−1.

Base case (construction of O+
1 ). — Fix ε > 0. Since the indices of (Ki)1⩽i⩽N have

been chosen compatible with the relation ⩽, the basic set KN must be an attractor.
So if we consider some unrevisited neighborhood VN of KN small enough so that
VN ⊂W s(KN ), then VN and VN are φ1-stable and we will simply define

O+
1 := VN ∩ φk(VN )

for a large enough value of k. Indeed, thanks to Lemma 2.16, we can choose k so that
supy∈VN∩φk(VN ) dg(y,W

u(KN ) ∩ VN ) < ε. Since KN is an attractor, the equality
W u(KN ) = KN holds and it implies

sup
y∈O+

1 (ε)

dg(y,KN ) < ε.
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Induction step. — Fix ε > 0 and assume that the open sets O+
1 (ε) ⊆ O+

2 (ε) ⊆ · · · ⊆
O+
j−1(ε) ⊆ O+

j (ε) are constructed for some j ∈ [[1, N ]] so that they define a filtration
for the family of basic sets (KN−i)0⩽i⩽j−1 which is ε-close to the unstable manifolds,
in the sense that, for every i ∈ [[1, j]],

sup
y∈O+

i (ε)

dg

(
y,

⋃
k⩾N−i+1

W u(Kk)
)
< ε.

We want to construct a φ1-stable ε-neighborhood O+
j+1(ε) of

⋃
k⩾N−jW

u(Kk).
To lighten the proof, let us denote by K the basic set KN−j . If K is an attractor,
then we can proceed exactly as in the base case and take the union of this open
set with O+

j . So let us assume that K is not a attractor, i.e., W u(K) ̸= K, and
consider some unrevisited neighborhood V of K such that V ∩ Ω = K. Applying
the sub-lemma 6.4 to K, V, O = O+

j (ε), we obtain integers k0,m0 ⩾ 0 as in the
statement. Therefore, for every m ⩾ m0, we define

O(m) := O+
j (ε) ∪

k0−1⋃
k=0

φk(φm(V) ∩ V),

which is φ1-stable by construction of O+
j (ε) if we remark that

φk0(φm(V) ∩ V) ⊂ φk0
(
φm(V) ∩ φ−1(V)

)
⊔ φk0 (A(m))

⊂ φk0−1
(
φm+1(V) ∩ V

)︸ ︷︷ ︸
⊂φm(V)∩V

⊔φk0 (A(m))︸ ︷︷ ︸
⊂O+

j (ε)

⊂ O(m).

Note that O(m) is also φ1-stable. Now, if we choose m sufficiently large according to
Lemma 2.16 so that

sup
y∈

⋃k0−1

k=0 φk(φm(V)∩V)

dg

(
y,W u(K) ∩

k0−1⋃
k=0

φk(V)
)
< ε,

then we get the claimed result by setting O+
j+1(ε) := O(m). □

Remark 6.5. — Thanks to the total order relation (15), the compact sets
⋃
i⩽jW

s(Ki)

and
⋃
k⩾jW

u(Kk) intersect on Kj , i.e.,

(21)
⋃
i⩽j

W s(Ki) ∩
⋃
k⩾j

W u(Kk) = Kj .

Therefore, from Remark 2.11, the set

Vj(m) := φ−m (
O−
j (ε)

)
∩ φm

(
O+
N−j+1(ε)

)
defines a decreasing (for the inclusion) family of unrevisited neighborhoods of Kj .
Moreover, if we choose m sufficiently large, then Vj(m) can be made arbitrarily close
to Kj in the sense that

sup
x∈Vj(m)

dg (x,Kj) −→
m→+∞

0.
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This fact can be proved by contradiction (similarly to the proof of Lemma 2.16) by
using the relations⋂
m∈N

Vj(m) =
⋂
m∈N

φ−m(
O−
j (ε)

)
∩

⋂
m∈N

φm
(
O+
N−j+1(ε)

)
=

⋃
i⩽j

W s(Ki) ∩
⋃
k⩾j

W u(Kk).

A direct application of these lemmas gives what we were looking for. Namely:

Proposition 6.6. — For every j ∈ [[2, N ]], (
⋃
k⩾jW

u(Kk),
⋃
i<jW

s(Ki)) defines an
attractor-repeller pair.

Proof. — It is a direct application of Lemmas 6.2 and 6.3 once we have chosen ε≪ 1

small enough to ensure that

Bg

( ⋃
k⩾j

W u(Kk), 2ε
)⋂

Bg

( ⋃
i<j

W s(Ki), 2ε
)
= ∅, ∀j, 1 < j ⩽ N,

where Bg(S, 2ε) denotes the geodesic ball at distance 2ε to a compact set S. □

Now, we are ready to construct an energy function for φt.

Proof of Proposition 3.1. — Let ε > 0 as in the previous proof and fix a sequence of
pairwise distinct real numbers (λi)1⩽i⩽N compatible with the graph structure in the
sense that λi ⩽ λj ⇔ Ki ⩽ Kj . Up to a permutation of the indices of the basic
sets, we can assume that λ1 < λ2 < · · · < λN . In order to find an energy function
E such that E = λj on Kj , we will apply Lemma 6.1 for each attractor-repeller
given in Proposition 6.6. Thanks to Lemma 6.3 together with Remark 6.5, there exist
filtrations O−

0 (ε) ⊂ O−
1 (ε) ⊂ · · · ⊂ O−

N (ε) and O+
N (ε) ⊃ · · · ⊃ O+

1 (ε) ⊃ O+
0 (ε) which

are respectively φ−1-stable and φ1-stable such that

∀j, 1 ⩽ j ⩽ N, O+
N−j+1(ε) ∩ O−

j (ε) is a ε-neighborhood of Kj .

Thanks to Lemma 6.1, we obtain for every j ∈ [[2, N ]] a smooth energy function Ej ∈
C∞(M ; [0, 1]), ε-neighborhoods W−

j ⊂ O−
j−1(ε) and W+

j ⊂ O+
N−j+1(ε) of

⋃
i<jW

s(Ki)

and
⋃
k⩾jW

u(Kk) respectively, a constant η0 > 0 (which only depends on ε) such
that LV (Ej) ⩾ 0 on M and

– LV (Ej) > η0 on M ∖ (W−
j ∪W+

j );
– Ej < ε on W−

j and Ej = 0 on
⋃
i<jW

s(Ki); in particular, we have Ej = 0 on⋃
i<j Ki;
– Ej > 1− ε on W+

j and Ej = 1 on
⋃
k⩾jW

u(Kk); in particular, we have Ej = 1

on
⋃
k⩾j Kk.

We define a global energy function E ∈ C∞(M) as a linear combination of previous
energy functions:

E = λ1 +

N∑
j=2

(λj − λj−1)Ej .

Thanks to the properties of the energy functions stated above, we deduce that

LV (E) =

N∑
j=1

(λj − λj−1)LV (Ej) > min
1<j⩽N

(λj − λj−1)η0 =: η on
(

N⋂
j=2

(W−
j ∪W+

j )

)c
.
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It remains to prove that
⋂N
j=2(W

−
j ∪W+

j ) is an ε-neighborhood of the non-wandering
set and that E is close to λi near Ki with equality on Ki. One has:

N⋂
j=2

(W−
j ∪W+

j ) =
⋃

τ :[[1,N ]]→{±}

N⋂
j=2

W
τ(j)
j

=
N⋃
j=1

Nj :=
N⋃
j=1

(
W+

2 ∩ · · · ∩W+
j ∩W−

j+1 ∩ · · · ∩W−
N

)
,

using the convention N1 = W−
2 ∩ · · · ∩W−

N . Note that the second equality is a conse-
quence of the fact that the intersection O−

j−1(ε)∩O
+
N−j+1(ε) is empty for all j ∈ [[2, N ]]

for ε small enough, which implies:

if 2 ⩽ i < j and (τ(i), τ(j)) = (−,+) then
N⋂
j=2

W
τ(j)
j = ∅.

Furthermore, thanks to the definition of the sets W±
ℓ for ℓ ∈ [[2, N ]] and since (O±

ℓ )ℓ
is a ε-filtration for φ±1, the sets Nj satisfy the inclusion

Nj ⊂ O+
N−1(ε) ∩ · · · ∩ O+

N−j+1(ε) ∩ O−
j (ε) ∩ · · · ∩ O−

N−1(ε) = O+
N−j+1(ε) ∩ O−

j (ε)

and are therefore ε-neighborhoods of the Kj according to remark 6.5. Moreover,
we have on each Ki:

E = λ1 +

N∑
j=2

(λj − λj−1)Ej = λ1 +

N∑
j=2

(λj − λj−1)δj⩽i = λi.

It remains to prove that E is close to λi on the neighborhood Ni of Ki. To that aim,
let us note that for every x ∈M and for every i ∈ [[1, N ]], we have

|E(x)− λi| ⩽
N∑
j=2

(λj − λj−1)|Ej(x)− δj⩽i|.

For any j ∈ [[2, N ]] and x ∈ Ni we will bound |Ej(x) − δj⩽i| by a small quantity
independent of x in Ni. We have two cases to deal with:

– If i < j, then δj⩽i = 0 and |Ej(x)− 0| = Ej(x) < ε by definition of Ej .
– If i ⩾ j, then δj⩽i = 1 and |Ej(x)− 1| = 1−Ej(x) < ε again by definition of Ej .

Finally, we obtain the upper bound

sup
1⩽i⩽N

sup
x∈Ni

|E(x)− λi| ⩽ ε

N∑
j=2

(λj − λj−1) ⩽ (λN − λ1)ε.

Up to dividing ε by max(1, λN − λ1) everywhere, we get the claimed result. □

Now, the idea will be to perform the same analysis for the (projected Hamiltonian)
flow Φ̃t acting on S∗M . However, in that case, proving that one has an attractor-
repeller structure for (Σs,Σuo) and (Σso,Σu) reveals to be more challenging because
we need to understand what happens to the fiber part of Φ̃t(x, ξ) when the orbit of
(x, ξ) comes close to a basic set. The next part is devoted to the local analysis of the
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Hamiltonian near basic sets in view of applications to the proofs of Proposition 3.1,
Lemmas 6.2 and 6.3 and finally the existence of the energy function on S∗M .

7. Compactness result and energy functions for the Hamiltonian flow

On a basic set K, one can define conical neighborhoods of the unstable distri-
butions E∗

u and E∗
uo which are stable under the Hamiltonian flow Φt as soon as

t > 0. This characterization of hyperbolicity is sometimes referred to as the Alekseev
cone field criterion [35, Prop. 5.1.7]. The goal of this part is to extend cones of the
weak/stable/unstable distributions in an invariant fashion on a small neighborhood of
the non-wandering set according to the global dynamics given by the Smale ordering
of the basic sets.

7.1. Adapted metric on a basic set. — From the fixed Riemannian metric g on M ,
we can define on any basic set K not reduced to a fixed point the following new
metric called adapted metric for the flow φt. More precisely, for every x ∈ K and
every v = vs + vu + vo ∈ Es(x)⊕ Eu(x)⊕ Eo(x) = TxM , we set

ĝ(v, v) = ĝ(vs, vs) + ĝ(vu, vu) + ĝ(vo, vo)

(22)
:=

∫ +∞

0

eλt/2(φt∗g)(vs, vs)dt+

∫ +∞

0

eλt/2(φ−t∗g)(vu, vu)dt+ α(x)(vo)
2,

where λ denotes the hyperbolic exponent on the basic set K (see Appendix A) and α
denotes the Anosov 1-form defined on K by

Kerα(x) = Eu(x)⊕ Es(x), α(x)(V (x)) = 1.

In the case where the basic set is reduced to a fixed point, we call adapted metric for
the flow a metric which satisfies (22) without the term α(x)(v0)

2.
This new metric is well-defined thanks to hyperbolicity and to the invariance prop-

erties of the vector bundles on K. Recall also that the distributions Es, Eu are only
Hölder continuous in general. Precisely, ĝ will be seen as a continuous section of the
vector bundle of metrics (i.e., symmetric (2, 0)-tensors) ⊗2

symTM → M defined on
the compact set K. Let us denote by |.|ĝ the norm induced by ĝ, i.e., |v|ĝ :=

√
ĝ(v, v).

The metric is said to be adapted due to the following hyperbolic estimates: for every
x ∈ K,

|Dφt(x)vs|ĝ ⩽ e−λt/2|vs|ĝ, ∀t ⩾ 0, ∀vs ∈ Es(x)

|Dφ−t(x)vu|ĝ ⩽ e−λt/2|vu|ĝ, ∀t ⩾ 0, ∀vu ∈ Eu(x)

|Dφt(x)vo|ĝ = |vo|ĝ, ∀t ∈ R, ∀vo ∈ Eo(x).

(23)

7.2. Extension of the invariant distributions near basic sets. — In order to ana-
lyze the dynamics near basic sets, it will be convenient to extend the previous hyper-
bolic estimates in some neighborhood of K. To that aim, we need to extend the
distributions Es, Eu, Eo and |.|ĝ near each basic set. This can be achieved thanks to
the following lemma:
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Lemma 7.1 (Extension lemma, [47, Lem. 4.4 p. 128]). — Let X be a smooth manifold
and let π : E → X be some fiber bundle over X. If Γ : K → E denotes a continuous
section defined on a compact set K ⊆ M , then Γ extends as a continuous section
Γ : N → E on a neighborhood N of K.

7.2.1. Extension of the adapted metric near a basic set. — Let us apply this lemma with

X :=M and E = T ∗M ⊗sym T ∗M.

The Riemannian metric ĝ can be seen as a continuous section ĝ : K → E. Since the
basic set K is a compact subset of M , the lemma applies and it enables to extend ĝ

continuously on an open neighborhood N0 of K. Up to considering smaller N0, we can
assume that the extended metric remains Riemannian on N0 as positivity and semi-
definiteness are open conditions. Since we can do this extension near each basic set
and since the metric g is Riemannian, a partition of unity argument enables to prove:

Lemma 7.2. — For any Axiom A flow on a compact manifold, there exists a continuous
Riemannian metric (globally defined) which is adapted to the dynamics on each basic
set, in the sense that (23) holds on each basic set.

In what follows, we will always assume that g is a continuous Riemannian metric
adapted to the dynamics on each basic set and we will denote by |.| its norm on the
fibers of TM and T ∗M to lighten notations.

7.2.2. Extension of distributions. — We now apply Lemma 7.1 in order to extend the
distributions E∗

s , E∗
so, E∗

u, E∗
uo (defined on K) continuously on a neighborhood of K.

Note that we already explained that E∗
s , E

∗
u, . . . are well-defined all over M using

the partition into unstable manifolds. The point of this new extension based on the
bundles on K (and not on the global dynamics) is that we expect that these new
bundles have good hyperbolic properties in the sense of (23). We will also need to
make sure that our local analysis is related to the invariant distributions E∗

u/uo and
E∗

s/so defined all over M .
Fix a basic set K and recall that the dimension of the distributions Es, Eu, Eo are

constant on K. We denote by ds = dimEs and du = dimEu their dimension on K.
According to Lemma 2.6, the inclusions W s

ε (K) ⊆ W s
ε0(K) and W u

ε (K) ⊆ W u
ε0(K)

are satisfied as soon as ε < ε0 where ε0 > 0 is given by the stable manifold theorem.

Lemma 7.3. — For every 0 < ε < ε0, with ε0 > 0 given by the stable manifold theorem,
the map

Γ :W s
ε (K) −→ Gs(M), Γ(x) = Es(x)

with value in the Grassmann vector bundle of subspaces of dimension ds, is continuous.

An important remark is that we aim to extend the stable distribution Es, defined
on the stable set of K, on a neighborhood of K in a continuous fashion. This extension
will be denoted by Ẽs to avoid confusion. The subtle point is the following fact: Es is
not continuous in general on a neighborhood of K but only on the stable set W s

ε0(K)
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of K. Here, Ẽs will be equal to Es on the stable set of K and will be continuous on a
neighborhood of K by construction.

Proof. — The result is a direct consequence of the stable manifold theorem when
the basic set is reduced to a fixed point. So let us assume that the basic set K is
not reduced to a fixed point. In this setting, the proof will be a consequence of the
λ-lemma (also called inclination lemma) in a slightly more general version than usual
which is recalled in Proposition B.1 from Appendix B. Indeed, we first consider a
sequence (zn) ∈ KN, a family of elements xn ∈ W s

ε (zn), vn ∈ Es(xn) = Txn
W s
ε (zn)

and we assume that the three sequences (zn), (xn), (vn) are converging respectively
to z ∈ K, x ∈ M , v ∈ TxM . Proceeding as in the proof of Lemma 2.6, we deduce
that x ∈ W s

ε0(z). Now, we assume by contradiction that v /∈ Es(x) = TxW
s
ε0(z) and

we will use the λ-lemma to get the contradiction. Precisely, we are going to prove
first that v ∈ Eso(x) = TxW

so
ε0 (z) using the λ-lemma and then we will deduce that

v ∈ Es(x). First, we suppose that v /∈ Eso(x) and we consider a C∞ disk D which
intersects W so

ε0 (z) transversally, so that it satisfies the hypothesis of the λ-lemma, such
that D ∩W so

ε0 (z) = {x} and such that v ∈ TxD. The λ-lemma implies that φk (D)

is arbitrarily close to the weak-unstable manifold W u
ε1(φ

k(z)) for the C1 topology
when k → +∞ up to considering a smaller disk D (of same dimension) containing x,
where ε1 is the constant given in Proposition B.1. In particular, the vector Dφk(x)v ∈
Dφk(x) (TxD) = Tφk(x)φ

k (D) can be made arbitrarily close to Eu(φ
k(z)) as k → +∞

in the sense that Dφk(x)v belongs to any conical neighborhood Cu(φ
k(x)) defined as

follows. For all y ∈ U sufficiently small which is given by Lemma 7.1, we denote by

Cu(y) =
{
w = wso + wu ∈ TyM = Ẽso(y)⊕ Ẽu(y), |wu| > |wso|

}
the conical neighborhood of the extended weak-unstable distribution. Here, TyM =

Ẽso ⊕ Ẽu denotes a continuous extension of the hyperbolic splitting of the tangent
space in the neighborhood U of K given by Lemma 7.1, which follows from the
continuity of the stable/weak-unstable distributions on K [35, Prop. 5.1.4]. Moreover,
thanks to the stable manifold theorem, we know that the stable manifold W s

ε0(z
′) at

each point z′ ∈ K satisfies by continuity the inclusion TyW
s
ε0(z

′) ⊂ Cs(y) (which is
defined similarly to the weak-unstable cones exchanging u and so) as long as y is close
enough to K. Now, we fix k sufficiently large so that Dφk(x)v ∈ Cu(φ

k(x)). Since,
on one hand, Dφk(xℓ)vℓ converges to Dφk(x)v, and since we proved that it belongs
to Tφk(xℓ)W

s
ε0(φ

k(zℓ)) ⊂ Cs(φ
k(xℓ)) on the other hand, we must have by continuity

Dφk(x)v ∈ Cs(φk(x)). Finally, putting all together, we obtain Dφk(x)v ∈ Cu(φ
k(x))

from the λ-lemma and we obtain Dφk(x)v ∈ Cs(φk(x)) by our continuity argument.
Therefore, since Cs(φk(x)) ∩ Cu(φ

k(x)) = ∅, we get that v ∈ Eso(x). It remains to
prove that v ∈ Es(x). To do so, we write v = vs + vo ∈ Es(x) ⊕ RV (x) (vo ̸= 0) and
we see that

|Dφt(x)v| = |Dφt(x)vs +Dφt(x)vo| ∼
t→+∞

|Dφt(x)vo| = |vo|,
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where the last equality follows from the choice of an adapted metric on K. Thus,
there exists t0 ∈ R such that

∀t ⩾ t0, Dφt(x)v ∈ Cuo(φ
t(x)).

Moreover, since, we also have that Dφk(x)v ∈ Cs(φk(x)) for any sufficiently large
integer k, we get that Dφk(x)v ∈ Cs(φk(x)) ∩ Cuo(φ

k(x)) = ∅ for such a k. This
leads to the expected contradiction and it implies that v ∈ Es(x). □

In the next paragraph, we aim to extend the hyperbolic splitting of the tangent
space on a neighborhood of the local stable manifold W s

ε (K) using the previous lemma
together with Lemma 7.1. It will give us a hyperbolic splitting with some invariance
properties in the stable manifold and the unstable manifold of K which will be essen-
tial in the proof of Proposition 3.3.

If we apply Lemma 7.1 to the continuous section defined in the previous lemma,
then we obtain an open set Ns ⊃ W s

ε (K) and an extension Ẽs of the distribution⋃
x∈W s

ε (K)
Es(x) on Ns. If we replace s by u in the previous construction then we

obtain similarly a continuous extension Ẽu of
⋃
x∈Wu

ε (K)
Eu(x) on a neighborhood Nu

of W u
ε (K). Next, we define Ẽ∗

so (resp. Ẽ∗
uo) by taking the dual orthogonal of Ẽs

(resp. Ẽu). The notation Ẽ∗
so can seem a little ambiguous at first, because we extend

first and then take the dual orthogonal. Yet, everything is consistent here since Ẽ∗
so

also extends continuously the distribution
⋃
x∈W s

ε (K)
E∗

so(x). A similar remark holds
for Ẽ∗

uo. Moreover, by setting Ẽ∗
s := Ẽ∗

so ∩ {ξ ∈ T ∗
xM, ξ(V (x)) = 0} we obtain a

continuous extension of
⋃
x∈W s

ε (K)
E∗

s (x). The different steps can be summarized in
the next diagram (which of course also hold if we replace s by u):⋃

x∈W s
ε (K)

Es(x) Ẽs Ẽ∗
so Ẽ∗

s .

Moreover, the distributions Ẽ∗
so/s extend E∗

so/s on a neighborhood of the local stable
manifold of K:

∀x ∈W s
ε (K), Ẽ∗

so(x) = E∗
so(x) and Ẽ∗

s (x) = E∗
s (x).

Similarly, we have

∀x ∈W u
ε (K), Ẽ∗

uo(x) = E∗
uo(x) and Ẽ∗

u(x) = E∗
u(x).

These two last statement will be crucial in the proof of the compactness proposi-
tion 3.3.

Finally, in order to extend continuously the neutral direction, we define for all
x ∈ N = Ns ∩Nu,

Ẽ∗
o (x) :=

{
ξ ∈ T ∗

xM, ξ
(
Ẽs(x) + Ẽu(x)

)
= 0

}
.

Remark 7.4. — It is important to note that for every x ∈ W s
ε (K) ∩ N, we have

Ẽ∗
o (x) ⊆ Ẽ∗

so(x). Similarly, we have for every x ∈W u
ε (K) ∩N, the inclusion Ẽ∗

o (x) ⊆
Ẽ∗

uo(x).
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Ns

Nu

N′

K

W s
ε (K)

W u
ε (K)

Figure 11. Illustration of some neighborhoods used in the extension
of distributions

Up to considering smaller N, we can assume that

(24) Ẽ∗
u(x)⊕ Ẽ∗

s (x)⊕ Ẽ∗
o (x) = T ∗

xM, ∀x ∈ N.

Note that this decomposition of the cotangent space is not invariant by the flow Φt

in general. Despite that, hyperbolic estimates as well as stability of good conical
neighborhoods of these bundles should extend by continuity on a neighborhood of K.

7.2.3. Stability of conical neighborhoods near a basic set. — We set for all δ > 0 and
all x ∈ N,

Cδu(x) :=
{
ξ ∈ T ∗

xM, δ|ξu| > |ξs|+ |ξo|
}
,

Cδuo(x) :=
{
x ∈ T ∗

xM, δ(|ξu|+ |ξo|) > |ξs|
}
,

(25)

where we used the decomposition (24) on the fibers, i.e., ξ = ξu + ξs + ξo ∈ Ẽ∗
u(x)⊕

Ẽ∗
s (x)⊕Ẽ∗

o (x). If we replace s by u in (25), then we can define similarly the stable and
weak-stable conical neighborhoods Cδs and Cδso on N. The main technical statement of
this section is:

Lemma 7.5. — Let K be a basic set and let N be the open neighborhood appear-
ing in (24). There exists ε1 > 0 such that, for every unrevisited neighborhood V ⊂
N ∩ φ−1(N) contained in an ε1-neighborhood of K, the following hold:

(i) For every δ0 ∈ (0, 1], one can find mδ0 ⩾ 0 so that, for every δ ∈ [0, δ0], for
every m ⩾ mδ0 and for every x ∈ V ∩ φm(V), one has the inclusions

(26) Φ1
(
Cδu(x)

)
⊆ Cδ

′

u (φ
1(x)), Φ1

(
Cδuo(x)

)
⊆ Cδ

′

uo(φ
1(x))

where δ′ = e−λ/3δ and with λ being the constant appearing in the definition (22).
(ii) Moreover, there exists δ1 ∈ (0, 1] such that for every δ ⩽ δ1, one can find

mδ ⩾ 0 so that, for every m ⩾ mδ, for every x ∈ V∩φm(V) and for every ξ ∈ Cδu(x),
we have

|Φ1(x, ξ)| ⩾ eλ/4|ξ|.
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Proof. — The first step of the proof consists in extending the hyperbolic estimates
on the unstable manifold of K. Let us denote by πα the continuous projector on Ẽ∗

α

for each α ∈ {s, o,u} and let us define

∀α, β ∈ {s, o,u}, Aαβ := πα ◦ Φ1 ◦ πβ and Bαβ := πα ◦ Φ−1 ◦ πβ .

We will also use the notation ξ1α for πα ◦ Φ1(ξ). For every x ∈ N ∩ φ−1(N), we have
ξ = ξu + ξs + ξo ∈ Ẽ∗

u(x) ⊕ Ẽ∗
s (x) ⊕ Ẽ∗

o (x) = T ∗
xM and Φ1

x(ξ) = ξ1u + ξ1s + ξ1o ∈
Ẽ∗

u(φ
1(x)) ⊕ Ẽ∗

s (φ
1(x)) ⊕ Ẽ∗

o (φ
1(x)). The dynamics of Φ1 and Φ−1 can be encode

within the two following matrices of linear morphisms:ξ1uξ1o
ξ1s

 =

Auu Aou Asu

Auo Aoo Aso

Aus Aos Ass

ξuξo
ξs

 and

ξuξo
ξs

 =

Buu Bou Bsu

Buo Boo Bso

Bus Bos Bss

ξ1uξ1o
ξ1s

 .

To be more precise, we should have written Aαβ(x) and Bαβ(φ
1(x)) to indicate that

ξ ∈ T ∗
xM . In the particular case where x ∈ W u(K) ∩N ∩ φ−1(N), both matrices are

upper triangular block matrices thanks to our definition of Ẽ∗
u, Ẽ∗

o and Ẽ∗
s , i.e.,

Auo = Aus = Aos = Buo = Bus = Bos = 0 on W u(K) ∩N ∩ φ−1(N).

However, on the whole open set N ∩ φ−1(N) this is not the case anymore.(10) Now,
we extend the hyperbolic estimates (23) on the unstable manifold of K. For every
ε ⩾ 0, we define the set N(ε) of points y ∈ N ∩ φ−1(N) on which we have for all
ξ ∈ T ∗

yM ,

|Auu(ξu)| ⩾ (eλ/2 − ε)|ξu|, |Bss(ξ
1
s )| ⩾ (eλ/2 − ε)|ξ1s |,

|Aoo(ξo)| ⩾ (1− ε)|ξo|, |Boo(ξ
1
o)| ⩾ (1− ε)|ξ1o |(27)

∥Aou∥ ⩽ ε, ∥Asu∥ ⩽ ε, ∥Aso∥ ⩽ ε,

∥Bou∥ ⩽ ε, ∥Bsu∥ ⩽ ε, ∥Bso∥ ⩽ ε,

Auo = Aus = Aos = Buo = Bus = Bos = 0,

where ∥.∥ denotes the operator norm defined by:

∀α, β ∈ {u, o, s}, ∥Aαβ∥ := sup
ξα∈Ẽ∗

α(y)∖{0}

|Aαβ(ξα)|
|ξα|

.

Note that the map Aαβ and the norm ∥.∥ depend on the point y, but we will not
precise the point y if everything is clear. For every ε > 0 and for every unrevisited
neighborhood V sufficiently close to K, we have V ∩W u(K) ⊂ N(ε). Let first check
that the inclusions (26) hold on the unstable manifold of K for some δ′ ⩽ δe−λ/2 as
soon as ε is sufficiently small. The result on the whole neighborhood will then follow
by continuity.

(10)This follows from the fact that in the general case (where Ẽ∗
s and Ẽu are both non trivial)

none of the extended distribution Ẽ∗
s , Ẽ∗

u or Ẽ∗
o are invariant by Φt on N.
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First inclusion, on unstable cones Cδu. — Let us fix δ ∈ (0, 1], x ∈W u(K)∩N∩φ−1(N)

and ξ ∈ Cδu(x). Our goal is to find a parameter δ′ ⩽ δe−λ/2 such that ξ1 := Φ1
x(ξ) ∈

C̃δ
′

u (φ
1(x)). The first step consists in computing |ξ1u|2 in order to find a lower bound

which depends on |ξs| and |ξo|. Precisely, we have

δ|ξ1u| = δ|Auuξu +Asuξs +Aouξo| ⩾ δ|Auuξu| − δ|Asuξs +Aouξo|

⩾ (eλ/2 − ε)δ|ξu| − δε(|ξs|+ |ξo|)

> (eλ/2 − ε− δε)(|ξs|+ |ξo|) =: C1(ε)(|ξs|+ |ξo|).

(28)

The second inequality is obtained thanks to the estimate on Auu in (27) and the third
one follows from our choice of ξ ∈ Cδu(x). Note that we implicitly show the following
estimate which will imply the exponential estimate (as we will see later on) for δ ⩽ 1:

(29) |ξ1u| > C1(ε)|ξu| ⩾
(
eλ/2 − 2ε

)
|ξu|.

Now, let us do a similar computation for the matrixB. Again using Cauchy-Schwarz
inequality on J and using again estimates (27), we deduce

|ξs|+ |ξo| = |Bssξ
1
s |+ |Bsoξ

1
s +Booξ

1
o | ⩾ |Bssξ

1
s |+ |Booξ

1
o | − |Bsoξ

1
s |

⩾ (eλ/2 − ε)|ξ1s |+ (1− ε)|ξ1o | − ε|ξ1s |

⩾ (1− ε)(|ξ1s |+ |ξ1o |) =: C2(ε)(|ξ1s |+ |ξ1o |).
(30)

where the last inequality holds for ε small enough such that eλ/2−2ε ⩾ 1−ε. Putting
together equations (28) and (30), we deduce

δ|ξ1u| > C1(ε)C2(ε)(|ξ1s |+ |ξ1o |).

Finally, we obtain ξ1 = Φ1
x(ξ) ∈ Cδ

′

u (φ
1(x)) for

δ′(ε) =
δ

C1(ε)C2(ε)
,

where the polynomial functions C1 and C2 (with respect to the variable ε) satisfy
C1(ε) ⩽ eλ for every ε > 0 and

C1(ε) −→
ε→0

eλ/2 and C2(ε) −→
ε→0

1.

If we fix ε sufficiently small so that

(31) C1(ε)C2(ε) ⩾ eλ/3, C1(ε) ⩾ eλ/3,

then we get for every δ ∈ (0, 1] and for every x ∈ N(ε) ∩W u(K) the inclusion

Φ1
(
Cδu(x)

)
⊆ Cδ

′

u (φ
1(x))

for δ′(ε) ⩽ δe−λ/3. Moreover, we deduce from (29) the bound

(32) |ξ1u| ⩾ eλ/3|ξu|
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Second inclusion, on weak unstable cones Cδuo. — Let us fix x ∈ W u(K) ∩N ∩ φ−1(N)

and ξ ∈ Cδuo(x). By definition of the conical neighborhood, we have δ(|ξu|+|ξo|) > |ξs|.
The idea of the proof is very similar to the proof of the inclusion for the unstable
conical neighborhood Cδu. However, we won’t have an exponential estimate because of
the neutral direction Ẽ∗

o . Let us check the computations for this case. Using Cauchy-
Schwarz inequality, we have

|ξ1u|+ |ξ1o | = |Auuξu +Asuξs +Aouξo|+ |Asoξs +Aooξo|
⩾ |Auuξu| − |Asuξs| − |Aouξo|+ |Aooξo| − |Asoξs|

⩾ (eλ/2 − ε)|ξu|+ (1− ε)|ξo| − 2ε|ξs|
⩾ (1− ε)(|ξu|+ |ξo|)− 2ε|ξs|.

Now, multiplying by δ ⩽ 1 on both side of the previous inequalities and using the fact
that ξ ∈ Cδuo(x), we get

δ(|ξ1u|+ |ξ1o |) ⩾ (1− 3ε)|ξs| =: C3(ε)|ξs|.(33)

It remains to find a lower bound for |ξs|. This case is much simpler since we have

|ξs| = |Bssξ
1
s | ⩾ (eλ/2 − ε)|ξ1s | =: C4(ε)|ξ1s |.(34)

Putting together equations (33) and (34), we deduce that

δ(|ξ1u|+ |ξ1o |) ⩾ C3(ε)C4(ε)|ξ1s |.

Therefore, we have ξ1 = Φ1
x(ξ) ∈ Cδ

′

u (φ
1(x)) for

δ′(ε) =
δ

C3(ε)C4(ε)
,

where the polynomial functions C3 and C4 (w.r.t the variable ε) satisfy |C3(ε)| ⩽ 1

for all ε ∈ (0, 1/3], C3(ε) →
ε→0

1 and C4(ε) →
ε→0

eλ. For ε sufficiently small so that

(35) C3(ε)C4(ε) ⩾ eλ/3,

we get for every δ ∈ [0, 1] and for every x ∈ N(ε) ∩W u(K) the inclusion

Φ1
(
Cδuo(x)

)
⊆ Cδ

′

uo(φ
1(x)),

with δ′(ε) ⩽ δe−λ/3. It ends the proof of the inclusions along the unstable manifolds.

Now, fix a value of ε > 0 sufficiently small so that (31) and (35) are satisfied. There
exists ε1 > 0 such that V∩W u(K) ⊂ N(ε) hold for every unrevisited neighborhood V

contained in a ε1-neighborhood of K. Let V be an unrevisited neighborhood contained
in a ε1-neighborhood of K. Thanks to our choice of ε, the inclusions (26) are satisfied
on V ∩W u(K) and we would like to extend them to V ∩ φm(V) as stated in (26).

Recall that each point of V ∩ φm(V) converges to the compact set V ∩W u(K) as
m→ +∞ according to Lemma 2.16. The remaining of the proof consists in extending
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the inclusions in (26) by continuity on V∩φm(V) for m large enough. Fix δ0 ∈ (0, 1].
By continuity of the maps

F (x, ξ) =
( |ξs|+ |ξo|

|ξu|

)−1( |ξ1s |+ |ξ1o |
|ξ1u|

)
, G(x, ξ) =

|ξ1s |+ |ξ1o |
|ξ1u|

,

F̃ (x, ξ) =
( |ξs|
|ξu|+ |ξo|

)−1( |ξ1s |
|ξ1u|+ |ξ1o |

)
, G̃(x, ξ) =

|ξ1s |
|ξ1u|+ |ξ1o |

,

there exists an integer mδ0 ∈ N such that the claimed inclusions are satisfied on
V ∩ φmδ0 (V) for the parameter δ′ = δe−λ/4. This ends the proof of (i).

Exponential estimate (proof of (ii)). — Applying (i) to δ = δ0 ∈ (0, 1], we get the
existence of mδ ∈ N such that the inclusions (26) are satisfied on V∩φmδ(V). Extend-
ing (32) by continuity, we can find m0 ∈ N such that for every x ∈ V ∩ φm0(V) and
for every ξ ∈ Cδu(x), we have

|ξ1u| ⩾ e2λ/7|ξu|.
Up to considering a larger mδ, we can assume thatmδ ⩾ m0. The exponential estimate
follows by equivalence of the norms |ξ|u := |ξu| and |.| on the conical neighborhoods
Cδu(x) and Cδu(φ

1(x)). Indeed, we have ξ1 ∈ Cδu(φ
1(x)) thanks to our previous analysis

and therefore

|Φ1(x, ξ)| = |ξ1| ⩾ e2/7λ

1 + δ
|ξ| ⩾ eλ/4|ξ|.

for every δ ⩽ δ1 := min(1, e2/7λ − 1) and every x ∈ V ∩ φmδ(V). □

The following corollary states in a quantitative manner that, if the trajectory of a
point (x, ξ) stays for a long time near a basic set, then the fiber part of Φt(x, ξ) gets
attracted to the Ẽ∗

u or Ẽ∗
uo distribution:

Corollary 7.6. — Let K be a basic set and let N be the open neighborhood ap-
pearing in (24). There exists ε1 > 0 such that, for every unrevisited neighborhood
V ⊂ φ1(N) ∩ φ−1(N) contained in an ε1-neighborhood of K, the following hold:

– For every δ, δ′ ∈ (0, 1] satisfying δ′ ⩽ δ, one can find m0 ⩾ 0 such that, for every
m ⩾ m0 and for every x ∈ φ−m(V) ∩ V, one has

ξ /∈ Cδso/s(x) =⇒ Φm(x, ξ) ∈ Cδ
′

u/uo(φ
m(x)).

– For every δ ∈ (0, 1], there exist C > 0, m1 ∈ N such that, for every m ⩾ m1,
for every x ∈ φ−m(V) ∩ V and for every ξ ∈ T ∗

xM such that ξ /∈ Cδso(x), we have the
inequality

(36) |Φm(ξ)| ⩾ Cemλ/4|ξ|,

with λ being the constant appearing in the definition (22).

The idea of the proof is the following. Thanks to Lemma 7.5, we know that the
conical neighborhoods are Φ1-stable near the unstable manifold of the basic set, so our
goal is to use the different unrevisited neighborhoods represented in Figure 7 to show
that we can iterate the lemma.
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Proof of the corollary. — Fix δ, δ′ ∈ (0, 1] satisfying δ′ ⩽ δ and let V be some un-
revisited ε1-neighborhood of K contained in φ1(N) ∩ φ−1(N) so that we can apply
Lemma 7.5 for the flows φt and φ−t (with ε1 given by the lemma). Doing so for the
flows φt and φ−t, we obtain the existence of an integer mδ′ as in the statement of the
lemma (we take δ0 := δ′ and we assume that mδ′ is the same integer obtained for φt
and φ−t). Now, fix an even integer m0 ⩾ 2mδ′ which will be chosen sufficiently large
later on. For all m ⩾ m0 and all x ∈ V ∩ φ−m(V), we have the inclusions

∀k ∈ [[0,m0/2]], φk(x) ∈ φk(V) ∩ φ−m+k(V) ⊂ V ∩ φ−m0/2(V)

and
∀k ∈ [[m0/2,m]], φk(x) ∈ φk(V) ∩ φ−m+k(V) ⊂ φm0/2(V) ∩ V,

see Figure 7. The remaining of the proof consists in interacting m times the lemma
for (x, ξ) ∈ T ∗M such that x ∈ V ∩ φ−m(V) and ξ /∈ Cδso/s(x): m0/2 times for the
backward flow φ−t when the orbit of x belongs to V∩φ−m0/2(V) and m−m0/2 times
for φt when the orbit of x goes in φm0/2(V)∩V. For m sufficiently large, we will get the
result. Let us consider (x, ξ) as above. Two analyses are needed: first for 0 ⩽ k ⩽ m0/2

and then for m0/2 ⩽ k ⩽ m.
– First, since φk(x) ∈ V ∩ φ−m0/2(V) ⊂ V ∩ φ−mδ′ (V) for all k ∈ [[0,m0/2 − 1]],

a straight application of the lemma for the flow φ−t instead of φt yields

ξ /∈ Cδso/s(x) =⇒ Φm0/2(x, ξ) /∈ C
δm0/2

so/s (φm0/2(x))

where δm0/2 = min(eλm0/8δ, 1). In particular, if we choose m0 ∈ N large enough so
that

e−m0λ/8 ⩽ δ′ ⩽ δ,

then we get δm0/2 = 1,

Φm0/2(x, ξ) /∈ C1
so/s(φ

m0/2(x)) and thus Φm0/2(x, ξ) ∈ C1
u/uo(φ

m0/2(x)).

– For every k ∈ [[m0/2,m − 1]], we can apply the lemma(11) to the flow φt and it
yields

φk(x) ∈ V ∩ φmδ′ (V) and Φk(x, ξ) ∈ C
µk−m0/2

u/uo (φk(x))

=⇒ Φk+1(x, ξ) ∈ C
µk+1−m0/2

u/uo (φk+1(x)),

with µ = e−λ/4. Finally, we obtain Φm(x, ξ) ∈ C
µm−m0/2

u/uo (φm(x)). Thanks to our choice
of m and m0, we have µm−m0/2 ⩽ µm0/2 = e−m0λ/8 ⩽ δ′. This gives the first point.

To prove the exponential estimate (36), we first need to introduce the constant
δ1 ∈ (0, 1] given by Lemma 7.5(ii). From the above analysis, there exists an integer
m1 ⩾ m0 such that for every m ⩾ m1 and for every k ∈ [[m1,m]], we have Φk(x, ξ) ∈
Cδ1u/uo(φ

k(x)). The result is a direct application of Lemma 7.5(ii) and the constant C
is obtained by continuity of Φm1 . □

(11)Note that we use here the uniformity in δ ∈ [δ′, 1] stated in Lemma 7.5.

J.É.P. — M., 2025, tome 12



686 A. Meddane

7.3. Proof of proposition 3.3: compactness. — We are now in position to prove the
compactness of Σu/uo. Compactness of Σs/so can be proved similarly if we exchange φ1

with φ−1. Let ((xm, ξm))m∈N be a sequence of elements in Σu/uo. Up to extraction
of a subsequence, we can assume that there exists an integer j ∈ [[1, N ]] such that
every point xm belongs to W s(Kj). Up to another extraction, we can suppose that
((xm, ξm))m has a limit in S∗M that we denote by (x∞, ξ∞) ∈ S∗M . Our goal will be
to prove that (x∞, ξ∞) belongs to Σu/uo. First of all, we know from our assumption
on xm that the limit x∞ must lie in the closure of the set W s(Kj), i.e., x∞ ∈W s(Kj).
Since W s(Kj) =

⋃
j0,Kj0

⩽Kj
W s(Kj0), we can find some integer j0 ⩽ j such that

x∞ ∈W s(Kj0). Now, let us assume by contradiction that (x∞, ξ∞) /∈ Σu/uo.
To obtain a contradiction, we split the analysis in four steps. First, we deal with the

case where j = j0. In steps 2–4, we treat the case j ̸= j0. Precisely, in the second step,
we construct by induction a family of integers j0 < j1 < · · · < jℓ = j such that for
each k ∈ [[1, ℓ]] one can find an element (x

(k)
∞ , ξ

(k)
∞ ) with x(k)∞ ∈W s(Kjk)∩W u(Kjk−1

)

and a sequence (x
(k)
m , ξ

(k)
m ) = Φ̃τm,k(xm, ξm), for some parameter τm,k ⩾ 0 satisfying

τm,k+1 − τm,k →
m→+∞

+∞, which accumulates to (x
(k)
∞ , ξ

(k)
∞ ) as m tends to infinity.

In a third step, we apply our previous analysis near the basic sets of Corollary 7.6 to
prove that if (x

(k)
∞ , ξ

(k)
∞ ) /∈ Σu/uo, then (x

(k+1)
∞ , ξ

(k+1)
∞ ) must belong to Σso/s. In the

last step, we deduce the expected contradiction.

Step 1: we assume that j = j0. — The contradiction follows from an application of
Lemma 7.3 and more precisely from the continuity of Σu/uo on W s

ε (Kj) for ε < ε0
as in the statement of Lemma 7.3 (for example ε = ε0/2), where ε0 is given by
the stable manifold theorem. Let V be an unrevisited neighborhood of Kj such
that V ⊂ Bg(Kj , ε

′) = {z ∈ M, dg(z,Kj) < ε′} for ε′ > 0 which will be cho-
sen sufficiently small. If x∞ ∈ W s(Kj), then there exists T (ε′) ⩾ 0 such that
φT (ε′)(x∞) ∈ W s(Kj) ∩ V (by definition of the stable set). Since xm ∈ W s(Kj) and
since the sequence (xm)m∈N converges to x∞ as m tends to +∞, we can find an
integer m0(ε

′) ⩾ 0 such that φT (ε′)(xm) ∈W s(Kj)∩V for every m ⩾ m0(ε
′). Since V

is unrevisited, we get that

∀m ∈ [[m0(ε
′),+∞]], ∀k ⩾ 0, φT (ε′)+k(xm) ∈W s(Kj) ∩ V.

In particular, we get that

∀m ∈ [[m0(ε
′),+∞]], ∀k ⩾ 0, dg

(
φT (ε′)+k(xm),Kj

)
⩽ ε′.

As an application of the shadowing lemma [35, Th. 5.3.3] similar to the one used in
the proof of the In-Phase theorem [35, Th. 5.3.25], we get that φT (ε′)(xm) ∈W s

ε (Kj)

for all m ∈ [[m0(ε
′),+∞]] as soon as ε′ is sufficiently small (depending on ε).

From the continuity of Σu/uo on W s
ε (Kj), we deduce that (x∞, ξ∞) must belong to

Σu/uo. Therefore, we get
(x∞, ξ∞) ∈ Σu/uo,

which is in contradiction with the assumption on (x∞, ξ∞). From now on, we assume
that j0 < j.
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Figure 12. Illustration of some element used in the proof

Step 2: construction of the sequence by induction. — Since j0 has already been defined,
we just have to set (x

(0)
∞ , ξ

(0)
∞ ) := (x∞, ξ∞) to end the base case. Now, let us assume

the integers j1 < j2 < · · · < jk(< j), the elements of the unitary cotangent bundle
(x

(1)
∞ , ξ

(1)
∞ ), . . . , (x

(k)
∞ , ξ

(k)
∞ ) and the parameters τm,1, . . . , τm,k are constructed as in the

above discussion. Our goal is to define a sequence (x
(k+1)
m , ξ

(k+1)
m ) := Φ̃τm,k+1(xm, ξm),

the family τm,k+1 ⩾ 0 such that τm,k+1 − τm,k tends to +∞ as m goes to +∞
and to exhibit a new accumulation point (x

(k+1)
∞ , ξ

(k+1)
∞ ) with x

(k+1)
∞ ∈ W u(Kjk) ∩

W s(Kjk+1
).

Definition of τm,k+1. — Let us consider an unrevisited neighborhood V of Kjk so that
V ∩ Ω = Kjk and sufficiently small to be in the range of application of Corollary 7.6.
Recall that x(k)∞ belongs to W s(Kjk), so there exists T > 0 such that φT (x(k)∞ ) ∈
W s(Kjk)∩V. Since every x(k)1 , x

(k)
2 , . . . , x

(k)
m , . . . are in W s(Kj) and since the sequence

converges to x
(k)
∞ as m → +∞, there exists an integer m0 ⩾ 0 such that for every

m ⩾ m0 we have φT (x(k)m ) ∈ V. To lighten notations, let us denote by ym the point
φT (x

(k)
m ) and by ηm the cotangent vector κ((DφT (x(k)m )−1)⊤(ξ

(k)
m )) ∈ S∗

ymM for every
m ∈ N∪{∞}. For every m ⩾ m0, we can define the exit time of the unrevisited set V
for the point ym as follows:

τm := inf{p ∈ N, φp(ym) /∈ V} − 1.
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It is well-defined by definition of ym and it depends on k. Note that τm is finite
for all m since ym /∈ W s(Kjk) (because ym ∈ W s(Kj) with j > jk) and since⋂
p∈N φ

−p(V) = W s(Kjk) ∩ V. Also, the convergence ym →
m→+∞

y∞ ∈ W s(Kjk) im-

plies that τm goes to +∞ when m tends to +∞. Now, we define y(1)m = φτm(ym)

and η(1)m = κ((Dφτm(ym)−1)⊤(ηm)). Up to extraction, we can assume that (y(1)m , η
(1)
m )

converges to an element (y
(1)
∞ , η

(1)
∞ ) ∈ S∗M by compactness of S∗M . Let us define

(x(k+1)
m , ξ(k+1)

m ) := (y(1)m , η(1)m ) = Φ̃τm,k+τm+T (xm, ξm)

for every m ∈ N ∪ {∞} and also

τm,k+1 := τm,k + τm + T ⩾ 0.

Thanks to Lemma 2.16 and to Remark 2.17, the point y(1)∞ belongs to W u(Kjk) ∩ V =

W u(Kjk) ∩ V. Indeed, it follows from the convergence y(1)m →
m→+∞

y
(1)
∞ together with

the fact that y(1)m ∈ φτm(V) ∩ V and τm →
m→+∞

+∞. Moreover, we have φ1(y
(1)
∞ ) /∈ V

and thus y(1)∞ /∈ Kjk because φ1(y
(1)
m ) /∈ V by definition. Furthermore, there exists an

integer jk+1 ∈ [[1, N ]] such that y(1)∞ ∈ W s(Kjk+1
). Now, using the properties of the

Smale order relation given in Theorem 3 together with the total order on the indices
of Section 2.5.1, we deduce from y

(1)
∞ ∈ W u(Kjk) ∩W s(Kjk+1

) and y
(1)
∞ ∈ W s(Kj)

(given by construction) that jk < jk+1 ⩽ j. This ends the induction step. Note
that the algorithm stops once we have reached Kj , in which case we have defined
j0 < j1 < · · · < jℓ = j.

Step 3: local analysis near a basic set. — For every k ∈ [[1, ℓ − 1]], we will prove the
implication

(37) (x(k)∞ , ξ(k)∞ ) /∈Σu/uo and τm,k+1 − τm,k −→
m→+∞

+∞ =⇒ (x(k+1)
∞ , ξ(k+1)

∞ )∈Σso/s.

Let us fix k ∈ [[1, ℓ − 1]]. To simplify, we will use the same notations as the one
used in the previous induction. By definition, we have (x

(k+1)
∞ , ξ

(k+1)
∞ ) ∈ Σso/s if

and only if η(1)∞ ∈ E∗
u/uo(y

(1)
∞ ). Since y∞ ∈ W s(Kjk) ∩ V, since x

(k+1)
∞ = y

(1)
∞ ∈

W u(Kjk)∩V∖φ−1(V) and since the conical neighborhoods Cδ∗ are well-defined on V,
we have by construction

E∗
so/s(y∞) = Ẽ∗

so/s(y∞) and E∗
u/uo(y

(1)
∞ ) = Ẽ∗

u/uo(y
(1)
∞ ).

Assume that η∞ /∈ E∗
so/s(y∞) and let us prove that η(1)∞ belongs to E∗

u/uo(y
(1)
∞ ) or,

equivalently, that for any δ′ > 0 we have

(38) η(1)∞ ∈ Cδ
′

u/uo(y
(1)
∞ ).

Fix δ′ > 0. By hypothesis, we can find a small constant δ > 0 such that

η∞ /∈ Cδso/s(y∞).

Since τm,k+1−τm,k →
m→+∞

+∞, we can apply Corollary 7.6 which gives (38) and thus

(x
(k+1)
∞ , ξ

(k+1)
∞ ) ∈ Σso/s.
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Step 4: at the end of the algorithm. — According to step 2, we have defined (x
(ℓ)
∞ , ξ

(ℓ)
∞ ) ∈

S∗M with x
(ℓ)
∞ ∈ W s(Kj) as well as x(ℓ)m ∈ W s(Kj) for every m ∈ N. Furthermore,

since we have assumed at the beginning (x∞, ξ∞) /∈ Σu/uo, we deduce from the (37)
of step 3 that
(x∞, ξ∞) /∈ Σu/uo =⇒ (x(1)∞ , ξ(1)∞ ) ∈ Σso/s =⇒ (x(1)∞ , ξ(1)∞ ) /∈ Σu/uo =⇒ · · ·

=⇒ (x(ℓ)∞ , ξ(ℓ)∞ ) ∈ Σso/s,

where the strong transversality assumption is used extensively through the relation
Σu/uo ∩ Σso/s = ∅. However, proceeding similarly to the first step, we also have the
convergence

Σu/uo ∋ (x(ℓ)m , ξ(ℓ)m ) = Φ̃τm,ℓ (xm, ξm)︸ ︷︷ ︸
∈Σu/uo

−→
m→+∞

(x(ℓ)∞ , ξ(ℓ)∞ ) ∈ Σso/s,

which leads by continuity of Σu/uo on W s
ε (Kj) for ε ≪ 1 (according to Lemma 7.3)

to (x
(ℓ)
∞ , ξ

(ℓ)
∞ ) ∈ Σu/uo and thus gives the expected contradiction.

Conclusion. — In all cases we obtained a contradiction and therefore we must have
(x∞, ξ∞) ∈ Σu/uo. □

Let us state a corollary which will be used to construct the map f which appears
in the definition of the escape function—see Proposition 3.6.

Corollary 7.7. — For every ε > 0, there exists ε′ > 0 such that, for every point x
which is ε′-close to K, every element of κ

(
E∗

u/uo(x) ∖ 0M
)

is ε-close to the compact
set

⋃
z∈K κ

(
E∗

u/uo(z) ∖ 0M
)

for the distance dS∗M associated with the Sasaki metric
on S∗M .

Proof. — By contradiction, assume that there exists ε > 0 such that for everym ∈ N∗,
there exist xm and ξm ∈ κ

(
E∗

u/uo(xm)∖ 0M
)

which satisfy

(39) dg(xm,K) ⩽ 1/m and dS∗M

(
(xm, ξm),

⋃
z∈K

κ
(
E∗

u/uo(z)∖ 0M
))

⩾ ε.

By compactness of S∗M , we can extract a converging subsequence ((xmk
, ξmk

))k
which converges to an element (x∞, ξ∞) ∈ S∗M as k → +∞. Taking the limit in the
inequalities (39) implies that x∞ ∈ K and ξ∞ /∈ κ

(
E∗

u/uo(x∞)∖0M
)
. However, the set

Σs/so = κ
(
E∗

u/uo ∖ 0M
)

is a compact set thanks to the compactness proposition 3.3.
Therefore, we must have (x∞, ξ∞) ∈ Σs/so or, equivalently, ξ∞ ∈ κ

(
E∗

u/uo(x∞)∖0M
)
,

which gives the contradiction. □

7.4. The compact sets are attracting and repelling sets for the Hamiltonian flow

Now that we have proved the compactness of Σuo/u and Σs/so, it remains to show
that (Σs/so,Σuo/u) defines an attractor-repeller pair. Equivalently, we have to prove
Lemmas 3.2 and 3.4. In the upcoming argument, we generalize the convergence pre-
sented in Figure 13 to Axiom A flows satisfying the strong transversality assump-
tion (10). The proof is very similar to that given in [22, Lem. 2.10 (4), p. 13], except
we allow our phase point ξ to have a neutral component, i.e., ξ(V ) can be non zero.
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Figure 13. Convergence of the dual unstable distribution. The
point z denotes an hyperbolic fixed point and the point x belongs
to the stable manifold of z.

Proof of Lemma 3.2. — Let us take (x, ξ) ∈ S∗M such that (x, ξ) /∈ Σuo/u and let
us prove that Φ̃t(x, ξ) tends to Σs/so as t → +∞. The case t → −∞ is obtained by
applying the result to the vector field −V . From the spectral decomposition of M
(Lemma 2.5), we have M =

⊔N
i=1W

s(Ki) and consequently there exists a unique
integer i ∈ [[1, N ]] such that x ∈W s(Ki). Let V be an unrevisited neighborhood of Ki

sufficiently small to be in the range of application of Corollary 7.6. Also, there exists
T > 0 such that φt(x) ∈W s(Ki)∩V for every t ⩾ T . Now, let us recall that for every
y ∈W s(Ki) ∩ V we have

Ẽ∗
s (y) = E∗

s (y) and Ẽ∗
so(y) = E∗

so(y)

by construction. Since Σuo/u is Φ̃t-invariant, the condition (x, ξ) /∈ Σuo/u implies that
Φ̃t(x, ξ) /∈ Σuo/u = κ(E∗

so/s) for every t ⩾ 0. Therefore, there exists δ > 0 such that
Φ̃T (x, ξ) /∈ Cδso/s and Corollary 7.6 implies that

dS∗M

(
Φ̃t(x, ξ),

⋃
z∈Ki

κ
(
Cδ

′

u/uo(z)
))

−→
t→+∞

0, ∀δ′ > 0,

or, equivalently, that

dS∗M

(
Φ̃t(x, ξ),

⋃
z∈Ki

κ
(
E∗

u/uo(z)
))

−→
t→+∞

0.

This ends the proof. □

7.5. Proof of Lemma 3.4: invariant neighborhoods for the Hamiltonian flow

Now, we need to find invariant neighborhoods of Σs/so and Σuo/u, i.e., we have to
prove Lemma 3.4. The idea of the proof follows from two remarks:

– In the case where K is an attractor, we can construct a Φ̃1-stable neighborhood
of {(x, ξ) ∈ Σs/so : x ∈ K} as follows: if V is an unrevisited neighborhood of K
small in the sense that the conical neighborhood Cδ∗ are well-defined on V, then for

J.É.P. — M., 2025, tome 12



A Morse complex for Axiom A flows 691

all δ ∈ (0, 1] the sets ⋃
z∈V

κ
(
Cδu(z)

)
and

⋃
z∈V

κ
(
Cδuo(z)

)
are Φ̃1-stable neighborhoods of {(x, ξ) ∈ Σs : x ∈ K} and {(x, ξ) ∈ Σso : x ∈ K}.

– In the general case, thanks to Lemma 7.5 we can note that if V is an unrevisited
neighborhood of K (to be in the setting of this lemma), then the set⋃

z∈φm(V)∩V

κ
(
Cδu/uo(z)

)
defines an unrevisited neighborhood containing

⋃
x∈Wu(K)∩V κ

(
E∗

u/uo(x)
)

for every
δ ∈ (0, 1] and for every m≫ 1.

Our strategy will be to construct invariant neighborhoods Σs/so and Σuo/uo by
induction from the unrevisited neighborhoods exhibited above. In the upcoming proof,
we construct a filtration(12) by open sets for the Hamiltonian flow Φ̃t starting from
the filtration on the base.

Proof of Lemma 3.4. — Let us only treat the case of Σs/so, as the other cases can
again be treating similarly by considering Φ−1 instead of Φ1. Consider a filtration
(O+

j )j of the manifold M for φt which is arbitrarily close to the unstable manifolds.
The distance of the filtration to the unstable manifolds will be chosen sufficiently
small in order to have the claimed quantitative result for the lifted filtration. First,
we want to construct by induction a filtration for the diffeomorphism Φ̃1

(40) U
s/so
j ε-close to

⋃
z∈

⋃
ℓ>N−j W

u(Kℓ)

Σs/so(z)

For j = 1, we define U
s/so
1 as a neighborhood of the attractor

⋃
z∈KN

Σs/so(z) by
fixing

U
s/so
1 :=

⋃
z∈φm(VN )∩VN

κ
(
Cδu/uo(x)

)
,

where VN denotes an unrevisited neighborhood of the attractor KN sufficiently small
to be in the range of application of Corollary 7.6 and where m is an integer. By choos-
ing δ small enough and then m sufficiently large, i.e., m ⩾ mδ, the conical neighbor-
hoods and U

s/so
1 are Φ̃1-stable and we can assume that

max
(x,ξ)∈U

s/so
1

dS∗M

(
(x, ξ),

⋃
z∈KN

Σs/so(z)
)
< ε.

Note that this construction only uses the fact that KN is an attractor.
Now, let us deal with the induction step and assume that we can find for every

ε > 0 some open sets U
s/so
j satisfying (40) for any j < i. Fix ε > 0. We want to

construct U
s/so
i . But before doing that, we consider an unrevisited neighborhood V

of K := KN−i+1 small enough in the range of application of Corollary 7.6. Also,
we consider the family of unstable annuli A(m) of Sub-lemma 6.4 and we choose V

(12)Even if the definition of filtration was given for the flow φt, it can be adapted for the Hamil-
tonian without too much effort, see [66] or [68].
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sufficiently small as in the sub-lemma. According to Lemmas 6.2 and 3.2 and thanks
to the fact that Σs/so ∩ Σuo/u = 0M (given by the strong transversality assumption),
we have for all m ⩾ 0

∀(x, ξ) ∈
⋃

z∈A(m)

Σs/so(z), dS∗M

(
Φ̃k(x, ξ),

⋃
z∈

⋃
ℓ>N−i+1W

u(Kℓ)

Σs/so(z)

)
−→
k→+∞

0.

Furthermore, from the compactness proposition 3.3, thanks to Lemma 3.2 and by
construction of Us/so

i−1 , there exist integers k0,m0 ⩾ 0 (potentially larger than the one
of the sub-lemma) such that for all m ⩾ m0,

(41) ∀(x, ξ) ∈
⋃

z∈A(m)

Σs/so(z), Φ̃k0(x, ξ) ∈ U
s/so
i−1 .

By continuity and since U
s/so
i−1 is an open set, we can extend (41) on small conical

neighborhoods: there exists δ0 > 0 such that

∀(x, ξ) ∈
⋃

z∈A(m)

κ(Cδ0u/uo(z)), Φ̃k0(x, ξ) ∈ U
s/so
i−1 .

Now, for all m ⩾ 0 and for all δ ∈ (0, 1], we define the set

W(m, δ) :=
⋃

z∈V∩φm(V)

κ(Cδu/uo(z)).

According to Lemma 7.5, for every δ > 0 there exists an integer m(δ) > 0 such
that for all m ⩾ m(δ) the open set W(m, δ) is an arbitrarily small (as m → +∞
and δ → 0) unrevisited neighborhood containing

⋃
z∈V∩Wu(K) κ

(
E∗

u/uo(z)
)
. Actually,

we have something better. For every m ⩾ m(δ), the conical neighborhood Cδu/uo is
Φ1-stable on V ∩ φm(V) in the sense that, for all ℓ ∈ N,

(42) (x, ξ) ∈ W(m, δ), φℓ(x) ∈ V ∩ φm(V) =⇒ ∀k ∈ [[0, ℓ]], Φ̃k(x, ξ) ∈ W(m, δ).

Therefore, we define for all δ ⩽ δ0 and all m ⩾ m(δ) the set

U
s/so
i (m, δ) := U

s/so
i−1 ∪

k0−1⋃
k=0

Φ̃k(W(m, δ)),

which is Φ̃1-stable because U
s/so
i−1 is. Also, Φ̃k0(W(m, δ)) is equal to

Φ̃k0
( ⋃
z∈φm(V)∩φ−1(V)

κ(Cδu/uo(z))

)
∪ Φ̃k0

( ⋃
z∈φm(V)∩V∩A(m)

κ(Cδu/uo(z))

)
⊂ Φ̃k0−1 (W(m, δ)) ∪ Φ̃k0

( ⋃
z∈A(m)

κ(Cδu/uo(z))

)
⊂ U

s/so
i (m, δ),

where we used in the first inclusion the fact that φ1(φm(V) ∩ φ−1(V)) ⊂ φm(V) ∩ V

(since V is unrevisited) together with (42). For the second inclusion, we used (41).
Finally, choosing δ small enough and then m large enough, we can assume the

set U
s/so
i (m, δ) to be a ε-neighborhood of

⋃
z∈

⋃
j>N−iW

u(Kj)
Σs/so(z). This ends the

induction and the proof. □

Remark 7.8. — We can note that the set U
s/so
N constructed in the previous proof

defines an arbitrarily small neighborhood of Σs/so which is stable by Φ̃1.
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7.6. Proof of Proposition 3.5: energy function for the Hamiltonian flow

Thanks to Proposition 3.3, Lemmas 3.2 and 3.4, we deduce that (Σs,Σuo)

and (Σso,Σu) define attractor-repeller pairs. Therefore, a straight application of
Lemma 6.1 gives the result.

8. Construction of the escape function: proof of Proposition 3.6

Let us begin with some candidate for the escape function that depends on two
auxiliary functions. We will see how the properties of the maps E and f will be related
to those of the escape function. First of all, let us assume that the maps E and f

have been defined properly and let us recall the expression of the escape function:

Gm(x, ξ) = m(x, ξ) log
√

1 + f(x, ξ)2,

with m(x, ξ) = E (x, ξ/|ξ|)χ(|ξ|2). To lighten notations, we will use the Japanese
bracket ⟨r⟩ :=

√
1 + r2 and the shortcut ξ̃ for ξ/|ξ|. Now, let us compute LXH

(Gm),
for ∥ξ∥ ⩾ 1

LXH
(Gm) (x, ξ) = LX̃H

(E)(x, ξ̃) log⟨f(x, ξ)⟩+E(x, ξ̃)LXH
(log⟨f⟩).

Our goal is to make sure that this quantity is non-positive and is negative outside a
conical neighborhood of E∗

o .

Definition of E. — Fix ε > 0 such that

ε ⩽ min
( |u|
2s− 2u

;
7

4

s

2s− 2u
;

n0
2s− n0

;
1

4

n0
n0 − 2u

)
.

We define E ∈ C∞(S∗M) as

E(x, ξ) := −E(x) + 2s+ (2u− n0)E+(x, ξ) + (n0 − 2s)E−(x, ξ),

where E+, E− are given by Proposition 3.5 for the constant ε, namely there ex-
ist smooth energy functions E± ∈ C∞(S∗M, [0, 1]), ε-neighborhoods Ws/so of Σs/so,
Wuo/u of Σuo/u in S∗M and a constant η > 0 such that:

LX̃H
E+ ⩾ 0 on S∗M and LX̃H

E+ > η on S∗M ∖ (Wuo ∪Ws),

LX̃H
E− ⩾ 0 on S∗M and LX̃H

E− > η on S∗M ∖ (Wu ∪Wso).

We also have the estimates E+ ⩾ 1− ε on Ws, E+ ⩽ ε on Wuo, E− ⩾ 1− ε on Wso

and E− ⩽ ε on Wu. In order to use these estimates together, let us introduce new
open sets in S∗M :

Ns := Ws ∩Wso, No := Wso ∩Wuo, Nu := Wuo ∩Wu.

Moreover, E ∈ C∞(M) denotes the energy function on the basis given by Proposi-
tion 3.1 for some parameter ε′ > 0 and

λ1 = 0, . . . , λj =
n0(j − 1)

4(N − 1)
, . . . , λN =

n0
4
.
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Ws

Wuo

S∗M

κ(E∗
u)

κ(E∗
o )

κ(E∗
s )

Wu

Wso

κ(E∗
u)

κ(E∗
o )

κ(E∗
s )

Figure 14. Illustration of some elements used in the proof. Inspired
from the picture of [30, Fig. 6].

Thus, the map E(x) has value in the interval [0, n0/4] and there exists a family Ni

of ε′-neighborhoods of Ki and a constant η0 > 0 (which only depends on ε′) such
that(13)

−LV (E) < −η0, on M ∖
N⋃
i=1

Ni.

In addition, we choose ε, ε′ sufficiently small so that, for every i ∈ [[1, N ]],

{z, dg(z,Ki) < ε′} ⊂ φm(Vi) ∩ φ−m(Vi),⋃
dg(z,Ki)<ε′

{
(z, ξ) ∈ Ns/u

}
⊂

⋃
dg(z,Ki)<ε′

κ
(
C1
u/s(z)

)
,

for some given unrevisited neighborhood Vi of Ki as in the statement of Corollary 7.6
and for a fixed integer m large enough (⩾ m1 of the corollary) such that Cemλ/4 ⩾ 3

(where C, λ are the constant given in the corollary). These two inclusions will be
used in the construction of f . But first, let us briefly explain why these inclusions are
satisfied for ε, ε′ ≪ 1. Since m is fixed and since φm(Vi)∩φ−m(Vi) is a neighborhood
of Ki, the first inclusion is true for ε′ sufficiently small. The second inclusion is given
implicitly in the proof of Lemma 3.4. To be more precise, we apply Corollary 7.7
which states that, up to a choice of a smaller ε′,

κ
(
E∗

u/s(x)∖ 0M
)

is arbitrarily close to
⋃

z∈Ki

κ
(
E∗

u/s(z)∖ 0M
)

for all x satisfying dg(x,Ki) < ε′. If we note that⋃
dg(z,Ki)<ε′

κ
(
C1
s/u(z)

)
is an open neighborhood of

⋃
z∈Ki

κ
(
E∗

u/s(z)∖ 0M
)
,

and if we recall that Ns/u is an ε-neighborhood of Σs/u =
⋃
z∈M κ

(
E∗

u/s(z) ∖ 0M
)
,

then we get that⋃
dg(z,Ki)<ε′

{
(z, ξ) ∈ Ns/u

}
is contained in

⋃
dg(z,Ki)<ε′

κ
(
C1
s/u(z)

)
,

(13)We make the assumption that N ⩾ 2. The case N = 1 corresponds to the Anosov case.
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as soon as ε is small enough. Another consequence of these two inclusions is that

(43)
⋃

z∈Ni

{
(z, ξ) ∈ Ns/u

}
⊂

⋃
φm(Vi)∩φ−m(Vi)

κ
(
C1
s/u(z)

)
.

This last inclusion together with Corollary 7.6 (second point) will be essential for the
definition of f .

Let us introduce another notation which will be useful: for any open set U in S∗M ,
we denote by Cone(U) the conical neighborhood(14) of U in T ∗M ∖ 0M . In partic-
ular, the sets Cone(Ns), Cone(No) and Cone(Nu) define conical neighborhoods of⋃
x∈M E∗

u(x),
⋃
x∈M E∗

o (x) and
⋃
x∈M E∗

s (x) respectively (outside the null section).
Now that the setting is done, we need to check that the escape function satisfies the
desired properties.

– On Ns, we have

E(x, ξ) ⩽ −E(x)︸ ︷︷ ︸
⩽0

+2s+ (2u− n0)(1− ε1) + (n0 − 2s)(1− ε1)

⩽ 2sε+ 2u(1− ε) ⩽ u.

– On Nu, we obtain

E(x, ξ) ⩾ −E(x)︸ ︷︷ ︸
⩾−s/4

+2s+ (2u− n0)ε+ (n0 − 2s)ε

⩾ 2s(1− ε− 1

8
) + 2uε ⩾ s.

– On No, we obtain
n0
2

⩽ −n0
4

+ n0(1− ε) + 2uε ⩽ E(x, ξ) ⩽ n0(1− ε) + 2sε ⩽ 2n0.

We now explain how to construct the function f following the strategy of [30, 24].
We want to construct a function f ∈ C∞(T ∗M) which is a homogeneous polynomial
of degree 1 for |ξ| ⩾ 1, so that LXH

(log⟨f⟩) is a bounded function. Since we want
LXH

(Gm) to be negative everywhere, we need to make sure that our definition of f
gives the right sign in the term E ·LXH

(log⟨f⟩). We will also seek f such that LXH
(f)

vanishes near E∗
o and such that f(x, ξ) = χ(|ξ|2)f̃(x, ξ), with χ as before and with

f̃ ∈ C∞(T ∗M ∖ 0M ) which is 1-homogeneous with respect to the variable ξ. We can
already check that LXH

(log⟨f⟩) is a bounded function on T ∗M for |ξ| ⩾ 1. Take an
arbitrary basic set Ki.

– On Ñs
i := Cone

(⋃
z∈Ni

{(z, ξ) ∈ Ns}
)
, we define the map f̃ by

f̃(x, ξ) :=

∫ m

0

|Φt(x, ξ)|dt.

Thanks to Corollary 7.6, thanks to our choice of m (such that Cemλ/4 ⩾ 3) and
thanks to the inclusion (43), we get that

LXH
(f̃)(x, ξ) = |Φm(x, ξ)| − |ξ| ⩾ Cemλ/4|ξ| − |ξ| ⩾ 2|ξ|, ∀(x, ξ) ∈ Ñs

i .

(14)defined by Cone(U) = {(x, λξ) ∈ T ∗M, λ ∈ R∗, (x, ξ) ∈ U}.
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Also, f is a homogeneous polynomial of degree 1 in the variable ξ, so we can find a
constant c > 0, which does not depend on x ∈ Ki, such that 0 < c−1|ξ| < f̃(x, ξ) < c|ξ|
on Ñs ∩ {|ξ| ⩾ 1}. For |ξ| ⩾ 1, we get

LXH
(f) = χ(|ξ|2)LXH

(f̃) ⩾
2

c
· c|ξ| ⩾ 2

c
f̃ =

2

c
f.

Therefore, there exists a universal constant γ > 0 such that

(44) LXH
(log⟨f⟩) = f

⟨f⟩2
LXH

(f) ⩾
2

c

f2

⟨f⟩2
⩾ γ > 0.

– On Ñu
i := Cone

(⋃
z∈Ni

{(z, ξ) ∈ Nu}
)
, we define similarly

f̃(x, ξ) :=

∫ m

0

|Φ−t(x, ξ)|dt.

With the same remark, up to reducing the constant γ, we obtain

(45) LXH
(log⟨f⟩) ⩽ −γ < 0,

as soon as |ξ| ⩾ 1.
– On Ño

i := Cone
(⋃

z∈Ni
{(z, ξ) ∈ No}

)
, we fix f̃(x, ξ) = |ξ(V (x))|. This ensures

that
LXH

(log⟨f⟩) = 0.

– On
⋃
z∈

⋃
i Ni

{(z, ξ) ∈ S∗M ∖ (Ns ⊔No ⊔Nu)} and on
⋃
z/∈

⋃
i Ni

S∗
zM , we let f̃

take arbitrary positive values on S∗M .
It now remains to show that Gm has the expected decaying properties (namely

points (2) and (3)) of Proposition 3.6.

Decaying estimates. — To compute the derivative of the map E along the flow Φ̃t,
we will need at some point the next relation:

LX̃H
E = −LV (E) + (2u− n0)LX̃H

E+ + (n0 − 2s)LX̃H
E−

and we can already see that it is non-positive everywhere. For |ξ| ⩾ 1, we can estimate
the quantity LXH

Gm in different directions.
– On Ñs := Cone

(⋃
z∈

⋃
i Ni

{(z, ξ) ∈ Ns}
)
, we get

LXH
Gm = LX̃H

(E)︸ ︷︷ ︸
⩽0

log⟨f⟩︸ ︷︷ ︸
>0

+E(x, ξ̃)︸ ︷︷ ︸
⩽u

LXH
(log⟨f⟩)︸ ︷︷ ︸
⩾γ

⩽ −γ|u|.

– On Ñu := Cone
(⋃

z∈
⋃

i Ni
{(z, ξ) ∈ Nu}

)
, we get

LXH
Gm = LX̃H

(E)︸ ︷︷ ︸
⩽0

log⟨f⟩︸ ︷︷ ︸
>0

+E(x, ξ̃)︸ ︷︷ ︸
⩾s

LXH
(log⟨f⟩)︸ ︷︷ ︸
⩽−γ

⩽ −γs.

– On Ño := Cone
(⋃

z∈Ni
{(z, ξ) ∈ No}

)
, we obtain

LXH
Gm = LX̃H

(E) log⟨f⟩ ⩽ 0.
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– On Cone
(⋃

z∈
⋃

i Ni
{(z, ξ) ∈ S∗M ∖ (Ns ⊔No ⊔Nu)}

)
. Or equivalently, for x ∈⋃

1⩽i⩽N Ni with (x, ξ) /∈ Cone(Wso ∪Wu) or (x, ξ) /∈ Cone(Ws ∪Wuo). Since E S∗M

and LXH
(log⟨f⟩) are bounded and since f is 1-homogeneous with respect to ξ for

|ξ| ⩾ 1, there exist constants C1, C2 > 0 such that for all |ξ| ⩾ 1,

LXH
(Gm) = LX̃H

(E) log⟨|ξ|C1⟩+ C2.

Moreover, according to the construction of E, one can find a positive constant η > 0

such that LX̃H
(E)(x, ξ̃) < −η < 0. Therefore, there exists a positive radius R > 0

such that, for every (x, ξ) in the set T ∗M ∖ (Cone(Ns) ∪ Cone(No) ∪ Cone(Nu)) with
x ∈

⋃
1⩽i⩽N Ni and |ξ| ⩾ R, we have

(46) LXH
(Gm) ⩽ −γmin(s, |u|).

Therefore, we define Cm := γmin(s, |u|).
– Outside a small neighborhood of the non-wandering set, i.e., for x∈M∖

(⋃N
i=1 Ni

)
.

In this case, we have LX̃H
(E) ⩽ −(n0/4(N − 1))η0 < 0. So, using a similar argument

as in the previous point, we deduce that equation (46) still holds far away from the
null section. □

Appendix A. Hyperbolic sets

In this appendix, we recall the definition of a hyperbolic set.

Definition A.1. — A φt-invariant compact set K is said to be hyperbolic for the
flow φt on M if K is the union of isolated fixed points and compact sets on which the
induced vector field V never vanishes, where

– for each x ∈ K, we have the following decomposition

(47) TxM = Eu(x)⊕ Es(x)⊕ Eo(x),

where Eo(x) = RV (x) and Es (resp. Eu) is called the stable (resp. unstable) distri-
bution. Moreover, this decomposition is continuous with respect to x ∈ K;

– the decomposition (47) is invariant by the flow φt:

∀x ∈ K, (Dxφ
t)(Eu(x)) = Eu(φ

t(x)) and (Dxφ
t)(Es(x)) = Es(φ

t(x)) ;

– there are constants C > 0 and λ > 0 such that for every x ∈ K and for every
t ⩾ 0, the following inequalities are satisfied:

|Dxφ
t(vs)|g ⩽ Ce−λt|vs|g, ∀vs ∈ Es(x),

|Dxφ
−t(vu)|g ⩽ Ce−λt|vu|g, ∀vu ∈ Eu(x).

(48)

When K is reduced to a singleton {z}, we must have V (z)=0 and thus Eo(x)={0}.
In that case, we say that z is a hyperbolic fixed point. When the whole manifold is
a hyperbolic compact set on which the vector field V never vanishes, the flow is said
to be Anosov. It was first introduced by Anosov in [1] and this formal definition
of hyperbolicity was motivated by the properties of the geodesic flow on negatively
curved manifolds. Another famous example of Anosov flow is given by the suspension
of an Anosov diffeomorphism. The notion of hyperbolicity was later extended by
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Smale who defined the notion of an Axiom A flow which is at the heart of this article.
There are many other examples of hyperbolic sets and we refer the reader to [49] and
[56] for a comprehensive study of hyperbolic dynamics. We also refer to [21], [35] for
the case of flows.

Remark A.2
– The definition of hyperbolicity does not depend on the continuous metric g on M .

Indeed, if g′ denotes another smooth metric then, by compactness of M , g′ is equiv-
alent to g and (48) still holds with some constant C ′ instead of C.

– The distributions Eu and Es are only Hölder-continuous in general. Let du(x) and
ds(x) be the dimensions of Eu(x) and Es(x) at any point x ∈ K. The maps ds(x) and
du(x) are locally constants on K and Eu (resp. Es) define a Hölder-continuous section
of the Grassmann bundle Gdu,n (resp. Gdu,n) of vector subspaces of dimension du
(resp. ds).

Appendix B. About Smale ordering: proof of Theorem 3

In this section, we give a proof of Theorem 3. Although it seems to be well known
to specialists—see [60, p. 158] or the proof of Lemma 9.1.11 in [35, p. 536], we were
not able to locate a precise reference for the proof in the Axiom A case. In the par-
ticular case of Morse-Smale flows, a proof was given by Smale in [67] and a detailed
proof can for instance be found in [16, App. B]. The most technical part of the proof
consists in proving the transitivity of Smale’s relation. This step is an application of
a classical lemma of dynamical systems called the λ-lemma, which can be found in
[35, Prop. 6.1.10, p. 335]. However, in the usual λ-lemma for hyperbolic flows (as ref-
erenced), the statement only involves hyperbolic periodic orbit and its proof relies on
the analysis of diffeomorphisms near hyperbolic fixed points. Since we aim at dealing
with hyperbolic orbit which are not only periodic, we begin by presenting a version
of the λ-lemma for non periodic hyperbolic orbits which will allow us to proceed
similarly to [16, App. B].

B.1. Proof of Smale’s theorem. — In this part, we prove Theorem 3 by using the
following dynamical lemma whose proof will be given in paragraph B.2.

Proposition B.1 (Generalized λ-lemma). — Let z be a point of a topologically transi-
tive hyperbolic set K. Let D be an embedded disk intersecting the local stable manifold
W so
ε0 (z) (for some small ε0 > 0 given by the stable manifold theorem) transversally

at some point q ∈ W s
ε0(z) such that dim(D) = dim(Eu), where dim(Eu) denotes the

dimension of the unstable distribution on the topologically transitive hyperbolic set K.
Then for any ε > 0, there exists k1 ∈ N such that for each k ⩾ k1 there is a non-empty
embedded disk Dk ⊂ D (of the same dimension) containing q such that φk(Dk) is C1

ε-close(15) to W u
ε1(φ

k(z)), for some ε1 ∈ (0, ε0] which only depends on φt, K.

(15)It means that φk(Dk) is the graph of a C1 map over Wu
ε1
(φk(z)) whose distance for the C1

norm is lower than ε. Particularly, it implies that φk(Dk) cannot be too small.
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Lemma B.2 (Technical lemma). — Let K be a basic set and fix ε0 > 0 given by the
stable manifold theorem. Let x be in W s

ε0(x+) with x+ ∈ K and let y be in W u
ε0(y−)

with y− ∈ K, where ε0 is given by the stable manifold theorem. If D−, D+ denote
disks which respectively contain y, x and intersect W uo

ε0 (y−), W
so
ε0 (x+) transversally at

a point, then, for all T > 0, there exists t > T and there exist disks D̃−, D̃+ contained
respectively in D−, D+, of same dimension, such that y ∈ D̃−, x ∈ D̃+ and

φt(D̃+) and D̃− intersect transversally.

Before giving the proof of this technical lemma, we present some applications.

Proposition B.3. — Let K be a basic set for the Axiom A flow φt (we do not
assume the strong transversality nor the no-cycle property here). Then, we have
W s(K) ∩W u(K) = K.

Proof. — Assume by contradiction that the inclusion K ⊂W s(K)∩W u(K) is strict,
i.e., there exists an element x ∈M∖K such that x ∈W s(K)∩W u(K). By definition of
W s(K) andW u(K), there exist elements x−, x+ ∈ K such that x ∈W s(x+)∩W u(x−).
Since x ∈W s(x+), we also know that for all ε > 0 there exists tε > 0 such that φtε(x)
is ε-close of φtε(x+). For ε small enough, the point x cannot belong to the non-
wandering set, because otherwise φtε(x) would belong to Ω (by invariance) and would
also be ε-close to K and thus belong to K (since the basic sets are isolated). Then,
our goal is to deduce from the fact that K is basic that x belongs to Ω. It will lead to
the contradiction. To prove that x ∈ Ω, we come back to the definition and consider
an open set O which contains x. Fix T > 0. It is sufficient to exhibit a t > T such that
φt(O) intersects O. To do so, we consider small disks D−, D+ contained in O which
contain x and intersect respectively the unstable manifold of x−, the stable manifold
of x+ in the sense that φtε0 (D+) intersects transversally W so

ε0 (φ
tε0 (x+)) to a point(16)

and φ−tε0 (D−) intersects transversally W uo
ε0 (φ

−tε0 (x−)) to a point(17), where ε0 is
given by the stable manifold theorem. Now, the result follows from an application of
the technical Lemma B.2 which gives the existence of a t > T and of disks D̃+, D̃+

contained respectively in D+, D+, such that x ∈ D̃+ ∩ D̃− and

φt(D̃+) ∩ D̃− ̸= ∅.

Therefore x ∈ Ω, which leads to the expected contradiction. □

Corollary B.4 (Transitivity of Smale relation). — Let us assume that the flow φt

satisfies the strong transversality assumption (11). Let Ki,Kj ,Kk be three basic sets
such that Ki ⩽ Kj and Kj ⩽ Kk, then we have transitivity of the Smale relation in
the sense that Ki ⩽ Kk.

Proof of Corollary B.4. — Let x be in W u(x−)∩W s(x+) with (x−, x+) ∈ Ki×Kj and
let y be in W u(y−) ∩W s(y+) with (y−, y+) ∈ Kj ×Kk. Up to replacing (x, x−, x+)

(16)This means that the disk D+ has the same dimension that Wu
ε0
(φtε0 (x+)).

(17)Similarly, the disk D− has the same dimension that W s
ε0
(φ−tε0 (x−)).
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by (φtε0 (x), φtε0 (x−), φ
tε0 (x+)) and (y, y−, y+) by (φ−tε0 (y), φ−tε0 (y−), φ

−tε0 (y+)),
where ε0 is given by the stable manifold theorem and where tε0 > 0 is sufficiently
large so that φtε0 (x) ∈W s

ε0(φ
tε0 (x+)) and φ−tε0 (y) ∈W s

ε0(φ
−tε0 (y−)), we can assume

that x ∈ W u(x−) ∩ W s
ε0(x+) and y ∈ W u

ε0(y−) ∩ W s(y+). Since the intersections
W u(x−) ∩ W so(x+), W uo(y−) ∩ W s(y+) are transverse, then, for any disk D+ of
dimension n − dimW so(x+) transverse to W so(x+) which contains x and which is
contained in W u(x−) and for any disk D− of dimension n− dimW uo(y−) transverse
to W uo(y−) which contains y and which is contained in W s(y+), Lemma B.2 ensures
that for every T ⩾ 0 there exists a t > T and there exist smaller disks D̃−, D̃+ (as in
the statement of the lemma) such that

φt(D̃+) ∩ D̃− ̸= ∅.

In particular, there exists z such that z ∈W u(Ki) ∩W s(Kk). □

In the next corollary of Lemma B.2, we give a proof of the claimed relations (13)
and (14).

Corollary B.5. — The following statements are satisfied.
(1) If φt satisfies the no-cycle property, then for every total order relation on the

basic sets (in the sense of Section 2.5.1) and for every i ∈ [[1, N ]] the set
⋃
i⩽jW

u(Kj)

is compact.
(2) If φt satisfies the strong transversality assumption, then for every basic set K,

the set
⋃
K′, K⩽K′ W u(K ′) is compact and is equal to W u(K). Moreover, we have

W u(K) ⊇W u(K ′) if and only if K ⩽ K ′.

Proof of Corollary B.5(1). — This step only rests on the existence of filtrations given
in Lemma 6.3 for any total order relation (Section 2.5.1). Indeed, according to Lemma
6.3, for every i ∈ [[1, N ]], there exists an open set O+

N−i+1 which contains
⋃
i⩽jW

u(Kj),
whose closure is φ1 stable and does not intersect any Kℓ with ℓ < i. Now, we fix some
i ∈ [[1, N ]]. From the previous fact, the closure of

⋃
i⩽jW

u(Kj) must be contained in
O+
N−i+1. Compactness follows from the equality⋃

i⩽j
W u(Kj) =

⋂
n⩾0

φn
(
O+
N−i+1

)
.

Proof of Corollary B.5(2). — Point (2) is a consequence of (1) and of Lemma B.2, as
we shall explain. First, we fix some basic set K. As a consequence of Corollary B.4,
we can relabel the basic sets so that the set {K ′ basic, K ⩽ K ′}, of cardinal N − i

(for some i ∈ [[0, N − 1]]), is sent bijectively to {Kj , i ⩽ j ⩽ N} (with K = Ki)
and so that the new label on (Kℓ)1⩽ℓ⩽N defines a total order relation in the sense
of Section 2.5.1. Now, using (1) for this new total order relation, we deduce that⋃
i⩽jW

u(Kj) =
⋃
K′, K⩽K′ W u(K ′) is a compact set.

In order to prove the claimed statement, we apply Lemma B.2 to show that this last
set is included in W u(K), or equivalently that for every basic set K ′ such that K ⩽ K ′

we have W u(K ′) ⊂W u(K). Let K ′ be a basic set such that K ⩽ K ′, fix y ∈W u(y−)
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with y− ∈ K ′ and choose x ∈ W u(x−) ∩W s(x+) with (x−, x+) ∈ K ×K ′. As in the
proof of Corollary B.4, we can assume that x ∈W u(x−)∩W s

ε0(x+) and y ∈W u
ε0(y−).

Moreover, for every ε > 0, if we choose some disks D+ and D− such that

x ∈ D+ ⊂ Bg(x, ε), y ∈ D− ⊂ Bg(y, ε),

as in the statement of Lemma B.2, there exists an element z ∈ φt(D+) ∩D− which
satisfies by construction

dg (z, y) < ε and z ∈ φt(D+) ⊂W u(K).

Since this last result holds for every ε > 0, we deduce that every y ∈W u(K ′) belongs
to W u(K). Finally, for every basic set K ′ such that K ⩽ K ′ we have W u(K) ⊇
W u(K ′) and thus

W u(K) ⊇
⋃

K′, K⩽K′
W u(K ′). □

Proof of the technical lemma B.2. — The result is an application of the λ-lemma. Con-
sider a disk D+ which is transverse to W so

ε0 (x+) and consider a disk D− which is
transverse to W uo

ε0 (y−) such that

D+ ∩W so
ε0 (x+) = {q+}, D− ∩W uo

ε0 (y−) = {q−}.

Up to replacing x+ and y− by respectively φt(x+) and φt
′
(y−) for some t, t′ ∈ R,

we can assume that q+ ∈ W s
ε0(x+) and q− ∈ W u

ε0(y−). Note that the disks D+, D−
are respectively of dimension du = dimEu K , ds = dimEs K = n − 1 − du (which
are constant since K is topologically transitive). In this proof, we are going to apply
the λ-lemma (Lemma B.1) three times and thus consider smaller disks (as in the
statement of the lemma) at each application. To lighten notations, we still denote
them by D+, D−. Now, applying the λ-lemma of Proposition B.1, we deduce that,
for every ε > 0, there exists t(ε) > 0 such that

φt(ε)(D+) is C1 ε-close to W u
ε1(φ

t(ε)(x+))

up to considering a smaller disk D+ whose size depends on ε, where ε1 > 0 is the
constant appearing in the λ-lemma. If we apply the λ-lemma for the flow φ−t instead
of φt then we obtain similarly

(49) φ−t(ε)(D−) is C1 ε-close to W s
ε1(φ

−t(ε)(y−)),

up to taking a larger t(ε) and up to considering a smaller disk D− (whose size also
depends on ε). Now, we choose ε sufficiently small so that it ensures the uniform
transversality of C1 ε-perturbations of the (weak) stable and unstable manifolds on K.
Such a choice is always possible because transversality of submanifolds is an open
condition for the C1 topology—we refer to [52, §5.3.3, p. 88] for this result(18)—and

(18)Although the referenced result deals with the transverse intersection of a graph of a C1 map
with a fixed submanifold, it can be applied to the case of transverse intersection of two graphs of C1

maps. Indeed, since both graphs are submanifolds of M (of dimension duo and ds with n = duo + ds

for example), we can see them as the images of two injective maps i1 : Rduo → M and i2 : Rds → M .
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the uniformity comes from the compactness of the basic set K and Hölder regularity
of the stable and unstable foliations on K.

The main idea consists in connecting the points φt(ε)(x+) and φ−t(ε)(y−) using
periodic orbits whose distance to both points will be chosen sufficiently small. From
the assumption that K is topologically transitive, for every ϵ > 0, there exists a point
zϵ ∈ K whose positive orbit is dense in K and a time T (ϵ) > 0 such that

dg(φ
t(ε)(x+), zϵ) <

ϵ

2
, dg(φ

−t(ε)(y−), φ
T (ϵ)(zϵ)) <

ϵ

2
.

By continuity of φT (ϵ) and since K is the closure of its periodic orbits, we deduce that
there exists a periodic point pϵ (which depends on ϵ and ε) of period T0(ϵ) > 0 such
that

dg(φ
t(ε)(x+), pϵ) < ϵ, dg(φ

−t(ε)(y−), φ
T (ϵ)(pϵ)) < ϵ.

Now, we are going to use the Bowen brackets and their continuity, namely the conti-
nuity of the well-defined maps [., .]♭/♯ : {(z1, z2) ∈ K ×K, dg(z1, z2) ⩽ ϵ} → K given
by the transverse intersections

W u
ϵ (z1) ∩W so

ϵ (z2) = {[z1, z2]♭}, W uo
ϵ (z1) ∩W s

ϵ (z2) = {[z1, z2]♯}

for all z1, z2 ∈ K and for all sufficiently small ϵ > 0 (which only depends on K and φt)
as recalled(19) in [35, Prop. 6.2.2]. Now, we fix such a ϵ > 0 and we choose ϵ suffi-
ciently small so that ϵ < ε1/2. If we note that W u([φt(ε)(x+), pϵ]♭) = W u(φt(ε)(x+))

and that W so([φt(ε)(x+), pϵ]♭) = W so(pϵ) and if we consider the adapted chart at
the point [φt(ε)(x+), pϵ]♭ which sends W u

ϵ ([φ
t(ε)(x+), pϵ]♭) to Rdu × {0}ds+1 and

W so
ϵ ([φt(ε)(x+), pϵ]) to {0}du × Rds+1, then we get that

the disk φt(ε)(D+) intersects W so
ϵ ([φt(ε)(x+), pϵ]♭) transversally at a point.

Furthermore, since W so
ε1 (pϵ) contains W so

ϵ ([φt(ε)(x+), pϵ]♭) thanks to the choice of
ϵ < ε1/2, we deduce that

φt(ε)(D+) intersects W so
ε1 (pϵ) transversally at the same point.

Transporting this intersection along the diffeomorphism φT (ϵ) implies that

φt(ε)+T (ϵ)(D+) intersects φT (ϵ)
(
W so
ε1 (pϵ)

)
⊂W so

ε1 (φ
T (ϵ)(pϵ)) transversally.

Now, if we apply again the λ-lemma for the disk φt(ε)+T (ϵ)(D+) which intersects
transversally the stable manifold of the periodic point φT (ϵ)(pϵ), then there exists a

Moreover, it is not hard to see that the two manifolds are transverse if and only if the map (i1, i2)

is transverse to the diagonal ∆M := {(x, x), x ∈ M}
(19)Note that the Bowen bracket has values in K means that K has a local product structure. This

local product structure follows from the fact that the basic set K is locally maximal (by definition).
Indeed, it is not hard to see that [z1, z2]♭, [z1, z2]♯ ∈ K as soon as ϵ is chosen small enough so that
{x, dg(x,K) < ϵ} ⊂ O, for O open set such that

⋂
t∈R φt(O) = K. Moreover, the continuity of the

Bowen bracket follows from the continuity of the stable and unstable leaves.
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disk D ⊂ φt(ε)+T (ϵ)(D+) of same dimension than D+ which contains φT (ϵ)(pϵ) and
there exists an integer k sufficiently large so that

(50) φkT0(ϵ)(D) is C1 ε-close to W u
ε1(φ

T (ϵ)(pϵ)).

On the other hand, let us go back to the disk φ−t(ε)(D−) that we moved backward
along the flow. We consider an adapted chart near the point [φT (ϵ)(pϵ), φ

−t(ε)(y−)]♯
such that W uo

ϵ ([φT (ϵ)(pϵ), φ
−t(ε)(y−)]♯) is sent to Rdu+1 × {0}ds and such that

W s
ϵ ([φ

T (ϵ)(pε), φ
−t(ε)(y−)]♯) is sent to {0}du+1 × Rds . If we note that

W uo([φT (ϵ)(pϵ), φ
−t(ε)(y−)]♯) =W uo(φT (ϵ)(pϵ))

W s([φT (ϵ)(pε), φ
−t(ε)(y−)]♯) =W s(φ−t(ε)(y−)),and

then we deduce from (49) that

φ−t(ε)(D−) is C1 ε-close to W s
ϵ ([φ

T (ϵ)(pϵ), φ
−t(ε)(y−)]),

up to considering a smaller disk D− (of same dimension and whose size depends
on ε, ϵ). Finally, thanks to (50) and thanks to the choice of ε, we deduce that⋃

|t|<ε1
φt

(
φkT0(ϵ)(D)

)
and φ−t(ε)(D−) intersect each other transversally. □

x x+

y

y−

D−

W s(y−)

Wu(y−)

D+

Wu(x+)

W s(x+)

φt(ε)(x+)

φt(ε)(D+)

[φt(ε)(x+), pϵ]

φt(ε)+T (ϵ)+kT0(ϵ)(D+)

φ−t(ε)(y−)

φT (ϵ)(pϵ) [φT (ϵ)(pϵ), φ−t(ε)(y−)]

φ−t(ε)(D−)

pϵ

Flow direction orthogonal to the figure

Figure 15. Illustration of some elements used in the proof of Lemma B.2.

J.É.P. — M., 2025, tome 12



704 A. Meddane

B.2. Proof of the generalized λ-lemma. — When the orbit z ∈ K along the flow
is periodic (of period T > 0), the analysis takes place on a chart near z on which
the diffeomorphism φT acts naturally. In the case of non periodic orbit, we need to
consider a moving chart defined at each point of the orbit (φk(z))k⩾0. We in fact use
C1-adapted charts for this trajectory used and constructed in [21, Def. 4.8, p. 36].

Definition B.6 (Adapted charts). — Let x ∈ K. A C1 diffeomorphism

ζx : Ux −→ Vx, x ∈ Ux ⊂M, 0 ∈ Vx ⊂ Rn, ζx(x) = 0,

is called an adapted chart for φt centered at x if:
(1) For each y ∈ Ux, we have Dζx(y)V (y) = ∂x1 = (1, 0, . . . , 0)⊤ ∈ Tζx(y)Rn = Rn.
(2) Dζx(x)Eu(x) = Eu(0Rn) := {0}ds+1 × Rdu and the restriction of Dζx(x) to

Eu(x) is an isometry from the adapted metric defined in Section 7.1 to the Euclidean
metric.

(3) Dζx(x)Es(x) = Es(0Rn) := {0} ×Rds × {0}du and the restriction of Dζx(x) to
Eu(x) is an isometry from the adapted metric to the euclidean metric.

For the sake of our analysis, we consider such a family of adapted charts and we
explain how to modify it to straighten the weak-stable manifold and the unstable
manifold. Precisely, we construct a family of charts satisfying the following assump-
tions.

Definition B.7 (Straightening charts). — A family of C1 diffeomorphisms

χx : Ux −→ Vx, x ∈ K, x ∈ Ux ⊂M, 0 ∈ Vx ⊂ Rn, χx(x) = 0,

is called a family of straightening charts for φt at K if: for all x ∈ K, we have

χx(Ux ∩W so
ε0 (x)) ⊂ Rds+1 × {0}du

χx(Ux ∩W u
ε0(x)) ⊂ {0}ds × Rdu ,

where ε0 is given by the stable manifold theorem, where W so
ε0 (x) denotes the local

weak-stable manifold at x and where W u
ε0(x) denotes the local unstable manifold

at x.

First of all, we begin with explaining how to deduce a family of straightening charts
from a family of adapted charts. Arguing as in [21, p. 36], we first consider a family of
adapted charts (ζx : Ux ⊂M → Vx ⊂ Rn)x∈K . Then, we consider the rescaled chart

ζ̃x := T ◦ ζx : Ux −→ Ṽx := T (Vx) , x ∈ K, T = δ−1
1 IdRn

,

for some δ1 > 0 and we define the family of diffeomorphisms

ψ̃x := ζ̃φ1(x) ◦ φ1 ◦ ζ̃−1
x : Ṽx ⊂ Rn −→ Ṽφ1(x) ⊂ Rn, x ∈ K.

As explained in [21, §3.4], the stable manifold theorem applied to the family of maps
(ψ̃φk(x))k∈Z gives the existence of a stable manifold W s

loc,x(0Rn) and of an unsta-
ble manifold W u

loc,x(0Rn) which are invariant under the family of diffeomorphisms
(ψ̃φk(x))k∈Z as soon as δ1 > 0 is sufficiently small (δ1 only depends on φt, K). We also
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assume that δ1 is small enough so that [−2, 2]n ⊂ Ṽx for every x ∈ K. Recall that the
local stable and unstable manifolds on M are defined by pullback from these local
stable and unstable manifolds on Rn. Moreover, the unstable and stable manifolds
restricted to [−2, 2]n can be seen as graph of functions Fu : [−2, 2]du → [−2, 2]ds+1,
Fs : [−2, 2]ds → [−2, 2]du+1 which are of class C1,1, defined as the set of C1 functions
whose differential is Lipschitz(20), and which satisfy the bounds

(51) ∥Fu∥C1 ⩽ Cδ1, ∥Fs∥C1 ⩽ Cδ1

for some constant C > 0 depending only on φt, K. Here, ∥.∥C1 denotes the maximum
of the C1 norm and the Lipschitz norm of the differential. Following the construction
of [21], the weak-unstable is then defined by

W uo
loc,x(0) :=

{
x+ (s, 0, . . . , 0), for x ∈W u

loc,x(0) and − 2 ⩽ s ⩽ 2
}
∩ [−2, 2]n

and the weak-stable manifold W so
loc,x(0) has a very similar definition. Note that the

weak-unstable manifold W so
loc,x(0) is the graph of the C1 map

Fso : (x1, xs) ∈ [−2, 2]x1
× [−2, 2]dsxu

7−→ πu(Fs(xs)) ∈ [−2, 2]du ,

where πu(x1, xu) = xu for all (x1, xu) ∈ [−2, 2]x1
× [−2, 2]duxs

. Now, we consider the
straightening operator

S : (xo, xs, xu) ∈ [−2, 2]n 7−→ (x̃o, x̃s, x̃u),

with (x̃o, x̃s) = (xo, xs)− Fu(xu), x̃u = xu − Fso(xo, xs),

where (xo, xs, xu) denotes the decomposition R × Rds × Rdu of Rn. Moreover, the
bounds (51) ensure that S is a diffeomorphism on its image (which contains the ball
[−2 + Cδ1, 2 − Cδ1] and is contained in [−2 − Cδ1, 2 + Cδ1]). Furthermore, it is not
hard to see that S is indeed straightening the weak-stable and the unstable manifolds
in the sense that S(W so

loc,x(0)) ⊂ Rds+1 × {0}du and S(W u
loc,x(0)) ⊂ {0}ds+1 × Rdu .

Finally, we introduce the adapted chart

χx = S ◦ ζ̃x : Ux := Ux ∩ ζ̃−1
x (]− 2, 2[n) −→ Vx := Ran(χx)

which satisfies all the claimed properties.

Another zoom for local estimates. — For δ > 0, we consider the family diffeomorphisms

ψx = χ̃φ1(x) ◦ φ1 ◦ χ̃−1
x : Ṽx −→ Ṽφ1(x), ψx(0Rn) = 0Rn , x ∈ K,

where Ṽx = δ−1Vx, χ̃x = δ−1χx. denoted for all y ∈ [−1, 1]n by

Dψx(y) =

(
Axso,so(y) A

x
u,so(y)

Axso,u(y) Axu,u(y)

)

(20)The regularity is not optimal here and could be improved using adapted charts with higher
regularity, as it was done in [21]. But it will be enough for the proof of the λ-lemma.
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has for coefficients the linear maps

Axso,so(y) : Rds+1 −→ Rds+1, Axso,u(y) : Rds+1 −→ Rdu ,

Axu,so(y) : Rdu −→ Rds+1, Axu,u(y) : Rdu −→ Rdu ,

which satisfy for all y ∈ [−1, 1]n:

∥Axso,so(y)∥ ⩽ 1 + C ′δ, ∥(Axu,u(y))−1∥ ⩽ e−λ/2 + C ′δ,

∥Axso,u(y)∥ ⩽ C ′δ|yu|, ∥Axu,so(y)∥ ⩽ C ′δ|y|,
(52)

for some constant C ′ > 0. These estimates are a consequence of (23). Moreover, it is
important to remark that A(k)

so,u vanishes on the stable manifold W so
loc,x(0)∩ [−1, 1]n =

[−1, 1]ds+1 × {0}du .

Proof of Proposition B.1. — We work in the family of charts (χ̃x)x∈K defined just
before the proof from a family of straightening charts (χx)x∈K (see Definition B.7)
for some δ > 0 sufficiently small so that

(1 + 3C ′δ)e−λ/4 ⩽ e−λ/8, (1 + C ′δ)(e−λ/2 + C ′δ) < e−λ/4,

(e−λ/2 + C ′δ)
(
1− C ′δ

2
(e−λ/2 + C ′δ)

)−1

< e−λ/4.
(53)

Consider a point z ∈ K whose orbit (φk(z))k∈Z is not reduced to a fixed point and
consider a disk D ⊂ [−1, 1]n which intersects the stable manifold W so

loc,z(0)∩[−1, 1]n =

[−1, 1]ds+1 × {0}du at some point q ∈W s
loc,z(0) in the sense that

D ∩W so
loc,z(0) = {q} and Rn = TqD⊕ TqW

so
loc,z(0).

Since q belongs to the stable manifold W s
loc,z(0), we deduce from the stable manifold

theorem that there exists c0 > 0 which depends on φt, K and δ such that

∀k ∈ Z, |χ̃φk(z) ◦ φk ◦ χ̃−1
z (q)| ⩽ c0e

−kλ/2|q|,

and therefore ∣∣ψkz (q)∣∣ ⩽ c0e
−kλ/2 for ψkz := ψφk−1(z) ◦ · · · ◦ ψz,

since ψx = χ̃φ1(x)◦φ1◦χ̃−1
x (q) (x ∈ K). Contrary to the usual version of the λ-lemma,

the diffeomorphism we apply to the disk D changes at each iteration. But since all the
diffeomorphisms ψφk(z) satisfy hyperbolic estimates which are uniform with respect
to k, we claim that the usual proof can be adapted in this setting. For the sake of
completeness, we briefly check that claim.

Step 1: Lipschitz bound for the tangent space of the iterated disks φk(D) at ψkz (q)

First, we can describe the tangent space TqD at q as the graph of a linear map
E0 : Rdu → Rds+1 whose norm is bounded by some constant κ > 0. Similarly, for
every k ∈ N, we describe Tφk(q)φ

k(D) as the graph of a linear map Ek : Rdu → Rds+1.
The usual strategy consists in using the recursive relation

(54) Dψφk(z)(ψ
k
z (q))Tψk

z (q)
ψkz (D) = Tψk+1

z (q)ψ
k+1
z (D), ∀k ∈ N,
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to deduce a recursive relation on the norm of Ek. To simplify the notations, let us
denote by qk the point ψkz (q) and zk the point φk(z). As a consequence of (54) and

(55) Dψzk(qk)

(
Ek
Idu

)(
Azkso,so(qk)Ek +Azku,so(qk)

Azkso,u(qk)Ek +Azku,u(qk)

)
=

(
Azkso,so(qk)Ek +Azku,so(qk)

Azku,u(qk)

)
,

since Azkso,u vanishes on [−1, 1]ds+1 × {0}du by stability of the weak stable manifold.
But since the terms in (55) belong to the graph of Ek+1, we must have

(56) Ek+1 =
(
Azkso,so(qk)Ek +Azku,so(qk)

)
Azku,u(qk)

−1.

Now, it remains to see that the norms of Ek satisfy an exponential bound. Thanks
to (56) and thanks to (52) again, we deduce that

∥Ek+1∥ ⩽
(
∥Azkso,so(qk)∥∥Ek∥+ ∥Azku,so(qk)∥

)
× ∥Azku,u(qk)−1∥

⩽
(
(1 + C ′δ)∥Ek∥+ C ′δ|qk|

)
(e−λ/2 + C ′δ)

⩽ e−λ/4∥Ek∥+ e−λ/4c0e
−kλ/2,

according to the estimates on δ given in (53). Now, if we consider the auxiliary
sequence uk = ∥Ek∥ekλ/4, then it is not hard to see that uk+1 ⩽ uk + c0e

−kλ/4

and, thus, that
∀k ∈ N, ∥Ek∥ ⩽ e−kλ/4

(
κ+

c0
1− e−λ/4

)
.

In particular, we get that ∥Ek∥ converges to 0 as k → +∞ and there exists k0 ∈ N,
such that

∀k ⩾ k0, |qk| ⩽
1

2
, ∥Ek∥ ⩽

1

4
.

By continuity, there exists a disk D̃ ⊂ D (of same dimension) which contains q such
that ψk0z (D̃) is contained in the adapted chart near φk0(z) and which is the graph of
a C1 map Fk0 . Precisely, there exists Fk0 : [−η, η]du → [−1, 1]ds+1 for some η ∈ (0, 1)

such that

Graph(Fk0) = ψk0z (D̃), (Fk0(0Rdu ), 0Rdu ) = qk, sup
xu∈[−η,η]du

∥DFk0(xu)∥ ⩽
1

2
.

Now, we consider a C1 extension(21) of Fk0 , that we denote by F̃k0 , such that

F̃k0 ∈ C1
(
[−1, 1]du ; [−1, 1]ds+1

)
, F̃k0 [−η,η]du = Fk0 , sup

xu∈[−1,1]du
∥DF̃k0(xu)∥ ⩽

1

2
.

Step 2: a graph transform argument for the map F̃k0 . — We first introduce the complete
metric space

E :=
{
F ∈ C1

(
[−1, 1]du ; [−1, 1]ds+1

)
, (F (0Rdu ), 0Rdu ) ∈W s

loc,z(0),

|F (0Rdu )| ⩽
1

2
, sup

x∈[−1,1]n
∥DF (x)∥ ⩽

1

2

}
.

(21)Thanks to the expansivity of the unstable manifold, the C1 convergence of the disk will not
depend on the extension F̃k0

of Fk0
. This fact will be detailed in step 3.
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endowed with the distance dE(., .) defined, for all F, F̃ ∈ E, by

dE(F, F̃ ) = max
(
|F (0Rdu )− F̃ (0Rdu )|, sup

xu∈[−1,1]n
∥DF (xu)−DF̃ (xu)∥

)
.

Now, we consider the family of graph transforms defined by

(57) Graph (Ψk(F )) = ψzk(GraphF ) ∩ [−1, 1]n,

for all k ∈ Z and for all F ∈ E. The fact that [−1, 1]du ⊂ πu (ψzk (GraphF )) (which
is implicitly used in (57)), where πu : [−1, 1]n → [−1, 1]du denotes the orthogonal
projection to [−1, 1]du , follows from the stronger fact: there exists Λ > 1 (which
depends on φt, K, δ) such that

(58) ∀F ∈ E, ∀k ∈ Z, ∀xu ∈ [−1, 1]du ,
d

dxu
πu (ψzk (F (xu), xu)) ⩾ Λ.

This last inequality is a consequence of the expansivity of the unstable manifold.
Now that the definition of the graph transforms given in (57) makes sense, our goal
is to prove that for every F ∈ E, for all k ∈ Z and for all ℓ ∈ N,

(59) dE
(
Ψℓk(F ), 0

)
⩽ max(c0, 1)e

−ℓλ/8dE (F, 0) ,

where Ψℓk denotes the composed map Ψk+ℓ ◦· · ·◦Ψk. We can remark that (59) implies
the C1 convergence of Ψℓk(F ) to the null map, which is geometrically the unstable
manifold W u

loc,z(0).
In order to prove (59), let k ∈ Z, F ∈ C1([−1, 1]du , [−1, 1]ds+1) and let x =

(F (xu), xu) ∈ [−1, 1]n for some xu ∈ [−1, 1]du . By definition of the graph transform
given in (57), we have

(60) Dψzk(x)

(
DF (xu)

Idu

)
=

(
Azkso,so(x)DF (xu) +Azku,so(x)

Azkso,u(x)DF (xu) +Azku,u(x)

)
.

From the definition of the graph transform Ψk, we get that

DΨk(F ) (ψzk(x)u) =
(
Azkso,so(x)DF (xu) +Azku,so(x)

) (
Azkso,u(x)DF (xu) +Azku,u(x)

)−1
,

where ψzk(x) = (ψzk(x)so, ψzk(x)u). Taking the operator norm of DΨk(F ) (ψzk(x)u),
we get

∥DΨk(F ) (ψzk(x)u)∥ ⩽
∥∥Azkso,so(x)DF (xu) +Azku,so(x)

∥∥× I,

with I =
∥∥(Azkso,u(x)DF (xu) +Azku,u(x)

)−1∥∥. Moreover, we have

(61) I ⩽
∥∥(Azku,u(x))−1∥∥∥∥∥(Id+Azkso,u(x)DF (xu) (Azku,u(x))−1

)−1∥∥∥︸ ︷︷ ︸
J

.

Since F ∈ E, we have that∥∥Azkso,u(x)DF (xu) (Azku,u(x))−1∥∥ ⩽
∥∥Azkso,u(x)∥∥ ∥DF (xu)∥ ∥∥(Azku,u(x))−1∥∥

⩽
C ′δ

2
(e−λ/2 + C ′δ) < 1.

J.É.P. — M., 2025, tome 12



A Morse complex for Axiom A flows 709

Therefore, we deduce that

J ⩽
+∞∑
k=0

∥∥Azkso,u(x)DF (xu) (Azku,u(x))−1∥∥k ⩽
+∞∑
k=0

(C ′δ

2
(e−λ/2 + C ′δ)

)k
⩽

(
1− C ′δ

2
(e−λ/2 + C ′δ)

)−1

.

Putting all together the last inequalities with (61) and (53), we get that

I ⩽ (e−λ/2 + C ′δ)
(
1− C ′δ

2
(e−λ/2 + C ′δ)

)−1

< e−λ/4.

Finally, if we denote by ∥F ′∥∞ the quantity supyu∈[−1,1]n ∥DF (yu)∥ to simplify, then
we get that

∥DΨk(F ) (ψzk(x)u)∥ ⩽
(∥∥Azkso,so(x)∥∥ ∥DF (xu)∥+ ∥∥Azku,so(x)∥∥) e−λ/4

⩽ ((1 + C ′δ)∥F ′∥∞ + C ′δ|F (xu)|) e−λ/4

⩽ ((1 + C ′δ)∥F ′∥∞ + C ′δ (|F (0Rdu )|+ ∥F ′∥∞)) e−λ/4

⩽ e−λ/8dE(F, 0),

(62)

where we used the estimates on δ given in (53).
Furthermore, since (F (0Rdu ), 0Rdu ) ∈W s

loc,z(0), we get that

∀k ∈ Z, ψzk(F (0Rdu ), 0Rdu ) = (ΨkF (0Rdu ), 0Rdu ) ∈W s
loc,z(0).

Since

|ψℓzk(F (0Rdu ), 0Rdu )| ⩽ c0e
−ℓλ/2|(F (0Rdu ), 0Rdu )| = c0e

−ℓλ/2|F (0Rdu )|,

we deduce that

(63) ∀k ∈ Z, ∀ℓ ∈ N |Ψℓk(F )(0Rdu )| ⩽ c0e
−ℓλ/2|F (0Rdu )|.

Fix ℓ0 ∈ N such that c0e−ℓ0λ/8 ⩽ 1. A mean value inequality leads to the stability of
the graph transforms:

(64) ∀F ∈ E, ∀k ∈ Z, ∀ℓ ⩾ ℓ0 ΨℓkF ∈ E,

and the inequalities (62) and (63) leads to the claimed inequality (59).

Step 3: coming back to the disk. — Applying step 2 to the map F̃k0 defined at the end
of step 1, we get in particular that

dE
(
Ψℓk0(F̃k0), 0

)
⩽ max(c0, 1)e

−ℓλ/8dE(F̃k0 , 0) ⩽ max(c0, 1)
e−ℓλ/8

2
.

In particular, thanks to the mean value inequality, we deduce that∥∥Ψℓk0(F̃k0)∥∥C1 −→
ℓ→+∞

0.

Finally, thanks to the expansivity of the unstable manifold, to the stability given
in (64) and to the above C1-convergence, we obtain

Graph
(
Ψℓk0(F̃k0)

)
∩ [−1, 1]n = Graph

(
Ψℓk0(Fk0)

)
∩ [−1, 1]n = ψk0+ℓz (D̃) ∩ [−1, 1]n,

for all ℓ ⩾ ℓ0.
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Now, if we fix ε1 > 0 such that ε1 < ε0 and

∀y ∈ K, W u
ε1(y) ⊂ χ̃y

(
{0}ds+1 × [−1, 1]du

)
,

then we can deduce the following statement: for all ε > 0, there exists k1 ∈ N such
that for all k ⩾ k1, there exists a disk D̃k ⊂ D̃ (of same dimension) which contains q
such that φk(D̃k) is C1 ε-close to W u

ε1(φ
k(z)). □
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