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ON THE STABILITY OF THE ABRIKOSOV LATTICE IN

THE LOWEST LANDAU LEVEL

by Pierre Germain, Valentin Schwinte & Laurent Thomann

Abstract. — We study the lowest Landau level equation set on simply and doubly-periodic
domains (in other words, rectangles and strips with appropriate boundary conditions). To begin
with, we study well-posedness and establish the existence of stationary solutions. Then we
investigate the linear stability of the lattice solution and prove it is stable for the (hexagonal)
Abrikosov lattice, but unstable for rectangular lattices.

Résumé (Sur la stabilité du réseau d’Abrikosov dans le plus bas niveau de Landau)
Nous étudions l’équation du plus bas niveau de Landau sur des domaines simplement et

doublement périodiques (en d’autres termes, sur des rectangles et des bandes avec des conditions
aux limites appropriées). Tout d’abord, nous montrons que l’équation d’évolution est bien posée
et établissons l’existence de solutions stationnaires. Nous étudions ensuite la stabilité linéaire de
la solution sur un réseau et prouvons qu’elle est stable pour le réseau d’Abrikosov (hexagonal),
mais instable pour les réseaux rectangulaires.
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586 P. Germain, V. Schwinte & L. Thomann

1. Introduction and main results

1.1. The equation. — Consider the lowest Landau level equation

(LLL)
{
i∂tu = Π(|u|2u),
u(0, ·) = u0,

where Π is the projector in L2(C) on the Fock-Bargmann space
E =

{
u(z) = exp

(
−|z|2/2

)
f(z), f entire holomorphic

}
∩ L2(C),

which is given by the kernel

(1.1) [Πu](z) =
1

π
exp
(
−|z|2/2

) ∫
C
exp
(
wz − |w|2/2

)
u(w) dL(w),

(L being simply the Lebesgue measure on C). Notice that Π extends as an operator
from S ′(C) onto the space

Ẽ =
{
u(z) = exp

(
−|z|2/2

)
f(z), f entire holomorphic : ∃M, |u(z)| ≲ ⟨z⟩M

}
,

on which Π is the identity operator. For this reason, we shall extend equation (LLL)
to Ẽ.

1.2. The Physics of (LLL). — The reviews [3, 18] provide very good overviews of the
physics of rotating Bose-Einstein condensates. Different experiments showed that they
exhibit triangular arrays of vortices [1, 29, 40], known as Abrikosov lattices, which
are stable and support oscillations known as Tkachenko waves [8]. These patterns are
interpreted as minimizers of the Gross-Pitaevskii energy to which a trapping term
and a rotation term are added. It can be written as follows

E(u) =

∫
R2

[1
2
|(∇− iΩA)u|2 + 1

2
(1− Ω2)|x|2|u|2 + 1

2
|u|4
]
dx.

Here, A =
(−x2

x1

)
, Ω is the speed of rotation, and the other physical constants were

scaled out.
In order to make sense of these arrays, further simplifications are needed. One

possibility is the Thomas-Fermi regime, examined in [19]. Another possibility, which
will occupy us here, is to consider the lowest Landau level regime, which arises under
two physical assumptions. To start with, we require that Ω → 1, so that the second
term in E becomes negligible compared to the first one. Furthermore, we assume that
the first term in E is dominant compared to the third, and that the energy levels of
∆A = ∇A ·∇A with ∇A = ∇− iΩA are well separated. This means that states of low
energy E will be in the ground state of ∆A.

This ground state is very degenerate; this is the lowest Landau level which is well-
known in quantum Hall physics [25, 35]. Let us describe the lowest Landau level in
the case Ω = 1. Observe that, writing z = x1 + ix2,

∥(∇− iA)u∥2L2 = 2∥u∥2L2 + ∥(2∂z + z)u∥2L2 .

This formula implies that the ground state of ∆A (when Ω = 1) is the whole Fock-
Bargmann space E. Summarizing, we reduced the problem to the energy

H(u) =

∫
R2

[
|u|4 + (1− Ω2)|z|2|u|2

]
dL(z), u ∈ E.

J.É.P. — M., 2025, tome 12



On the stability of the Abrikosov lattice in the lowest Landau level 587

Considering now the time-dependent problem, it turns out that the Hamiltonian flow
given by

∫
|z|2|u|2 is trivial, and that it commutes with the Hamiltonian flow given

by
∫
|u|4, which is (LLL); thus the full time-dependent problem reduces to (LLL).

In the lowest Landau level regime, the energy has been considerably simplified,
and the state space has a very rigid structure; this enabled theoretical progress on
the distribution of vortices of minimizers in [5, 28, 51]. Tkachenko waves can also be
considered in the lowest Landau level regime [9, 46].

It is in the context of superconductors that regular arrays of vortices [2] and the
Tkachenko waves they support [50] were first observed and theoretically described.
These systems are described by the Ginzburg-Landau equations of superconductivity.
Focusing on the wave function and neglecting the self-consistent magnetic field, one
finds the same energy as above, also defined on the Bargmann-Fock space, but there
is a major difference: the relevant time-dependent problem is not Hamiltonian, but
rather a gradient flow. For this reason, the results derived in the present paper apply
to the Ginzburg-Landau equations as long as they only pertain to properties of H
on the space E (typically, its Hessian at critical points). But the results describing
properties of the Hamiltonian system (LLL) do not have a good counterpart in the
context of time-dependent Ginzburg-Landau.

1.3. Mathematical results. — The mathematical analysis of (LLL) was initiated
in [6] for the time-independent and [34] for the time-dependent problem. These works
were later extended in [21, 41]. In [42, 49], systems of coupled (LLL) equations were
studied and traveling waves were constructed, providing examples of solutions with
growing Sobolev norms.

Many works were devoted to the analysis of rotating Bose-Einstein condensates
[4, 13, 37, 38, 39], studying the variational problem at the level of the Gross-Pitaevskii
equation and also proving its convergence to the time-independent version of (LLL).

The existence and stability of doubly periodic solutions to the Ginzburg-Landau
equations has been studied in [44, 43, 45]. These doubly periodic solutions appear in a
regime corresponding to the lowest Landau level reduction; but, as noticed above, the
time-dependent problem is parabolic and hence very different from the Hamiltonian
system (LLL).

The equation (LLL) also arises as the completely resonant system for the cubic
nonlinear Schrödinger equation. The completely resonant system was derived from
the cubic (NLS) on the two-dimensional torus in [17], and was studied in [23, 22].
An analogous derivation can be followed from the confined Gross-Pitaevskii equa-
tion [30, 20]. Finally, the completely resonant system can also be interpreted as the
modified scattering limit of the cubic nonlinear Schrödinger equation with partial
harmonic confinement [27]. In all these works, vortex arrays have not been reported.

We also refer to [24, 11, 12, 16, 41] for more results on (LLL) and related equations.

1.4. The theta function and the Abrikosov lattice. — We now turn to the mathe-
matical description of the Abrikosov lattice, which relies on the Jacobi theta functions.

J.É.P. — M., 2025, tome 12



588 P. Germain, V. Schwinte & L. Thomann

Let τ = τ1 + iτ2 ∈ C with τ2 > 0. The Jacobi theta function on the lattice
Lτ = Z⊕ τZ is defined (see [14, Chap. V]) by

Θτ (z) = −i
+∞∑

n=−∞
(−1)n exp

(
iπτ(n+ 1/2)2 + i(2n+ 1)πz

)
, z ∈ C.

The Θτ function vanishes exactly on Lτ and is such that

(1.2) Θτ (−z) = −Θτ (z), Θτ (z+1) = −Θτ (z), Θτ (z+ τ) = −e−iπτe−i2πzΘτ (z).

For more results on theta functions, we refer to [26, §4] (in this book, the notation
θ1(z, τ) = Θτ (z) is used) and we refer as well to the book [31]. We also mention the
expository paper [33] of F. Nier making connections with various point of views.

To every theta function, we associate the function

Φ0(z) = exp
(z2
2

− iπz

γ
− |z|2

2

)
Θτ

( z
γ
− τ − 1

2

)
.

For the choice of γ2τ2 = γ2 Im τ = π, this function is L∞ and belongs to Ẽ. Fur-
thermore, it is a stationary solution of the (LLL) equation (see Remark 2.10 below).
Finally, its period is the lattice Lτ,γ = γ(Z + τZ); if τ = j = exp

(
2iπ/3

)
and

γ2 = 2π/
√
3, this period is given the hexagonal array known as the Abrikosov lattice!

Introduce now the magnetic translation in the direction α ∈ C:

Rαu(z) = exp
(αz − αz

2

)
u(z + α).

For any α ∈ C, Rα is a symmetry of (LLL) (and in particular, it leaves E invariant).
The symmetries of the Θτ function translate into the following identity for Φ0:

(1.3) RγΦ0 = RγτΦ0 = Φ0.

1.5. Results obtained. — The main theme of the present paper is the stability of
vortex lattices under the flow of (LLL). Since it is quite difficult to make progress on
this question in full generality, we simplify the problem by considering perturbations
which respect the symmetries (1.3) of Φ0, resulting into doubly- or simply-periodic
functions.

In Section 2, we investigate the case of doubly periodic functions, namely elements
of E which satisfy Rγu = Rγτu = u with the necessary quantization condition γ2τ2 ∈
πN. The equation (LLL) turns into a finite-dimensional Hamiltonian system, for which
we propose a convenient coordinate system, and establish some elementary properties.

In Section 3, we consider simply periodic functions, namely elements of E such that
Rγu = u; they can be thought of as being defined on a vertical strip of width γ and
extended by periodicity. We develop the theory of (LLL) in this setting by establishing
local well-posedness and characterizing stationary solutions which decay at infinity.
We also exhibit a Hilbert basis

ψn(z) = Rinπ/γψ0(z), with ψ0(z) =
(
2/(πγ2)

)1/4
exp
(
z2/2− |z|2/2

)
J.É.P. — M., 2025, tome 12
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for periodic functions in E which are square integrable on the strip. This basis provides
a very natural coordinate system for (LLL): the formulation is simple and stationary
solutions are very easy to express.

In Section 4, we consider the linearization of (LLL) around Φ0 with τ = iπ/γ2,
which corresponds to rectangular lattices. The linearized problem is given by

(1.4) i∂tv + λv = Π
[
2|Φ0|2v +Φ2

0v
]
.

We are able to completely analyze this problem by viewing it in the Hilbert basis (ψn),
identifying a convolution structure, and then taking the Fourier transform. This leads
to the following result.

Theorem 1.1 (Instability for rectangular lattices). — For any γ > 0 and τ = iπ/γ2,
the linearized problem (1.4) is exponentially unstable.

We refer to Theorem 4.1 for a precise statement. Finally, in Section 5, we turn to
the linearization of (LLL) around Abrikosov lattices, namely Φ0 with τ = exp

(
2iπ/3

)
.

When viewed in the appropriate functional framework, this linearization is stable in L2

and even exhibits decay in L∞. The approach is similar to the case of rectangular
lattices: switching to the Hilbert basis, identifying a convolution structure, and taking
the Fourier transform; but the analysis is more involved.

Theorem 1.2 (Stability for the Abrikosov lattice). — Consider a solution v of the
linearized problem (1.4) around the Abrikosov lattice, expand it in the Hilbert basis
(ψn) and take the Fourier transform of the coefficients to obtain f(t, ξ), with ξ ∈ [0, 1],
and define g(t, ξ) = f(t,−ξ). In particular, f0 corresponds to the initial value v(t = 0)

viewed through this transformation. Then L2 stability holds in the following form∥∥∥f + g

µ

∥∥∥
L2([0,1])

+ ∥f∥L2([0,1]) ≲
∥∥∥f0 + g0

µ

∥∥∥
L2([0,1])

+ ∥f0∥L2([0,1]),

while L∞ decay can be captured as follows

∥v(t)∥L∞(C) ≲
1

t1/3

(∥∥∥f0 + g0
µ

∥∥∥
H1([0,1])

+ ∥f0∥H1([0,1])

)
,

where µ is a smooth 1-periodic function such that µ(ξ) ∼ cξ2 when ξ → 0.

We refer to Theorem 5.10 and Theorem 5.11 for more precise statements.

1.6. Perspectives. — Preliminary computations seem to indicate that the Abrikosov
lattice (γ2 = 2π/

√
3, τ = j) is the only stable lattice, at least when perturbations are

restricted to simply periodic functions, but it is still an open question. We refer to
Remark 5.2 for a short discussion of this question.

It seems very natural to try and prove nonlinear stability by building upon the
decay proved for the linearized problem around the Abrikosov lattice. However, the
rather weak decay rate t−1/3, which is optimal, makes this problem quite challenging.

Finally, the stability of the Abrikosov lattice, both at the linearized and at the
nonlinear level, remains an outstanding problem.

J.É.P. — M., 2025, tome 12



590 P. Germain, V. Schwinte & L. Thomann

2. (LLL) on doubly periodic domains (cells)

In this section, we construct solutions to (LLL) such that |u| is doubly periodic.
We will rely on results of Aftalion-Serfaty [7, §3]. In the sequel, we work with the
general lattice

Lτ,γ = γ(Z⊕ τZ)

with γ > 0, and we consider the space

Eτ,γ =
{
u ∈ Ẽ : Rγu = u, Rγτu = u

}
=
{
u ∈ Ẽ : u(z + γ) = exp

(γ
2
(z − z)

)
u(z),

u(z + γτ) = exp
(γ
2

(
τ1(z − z)− iτ2(z + z)

))
u(z) = exp

(γ
2
(τz − τz)

)
u(z)

}
,

so that in particular for all u ∈ Eτ,γ and z ∈ C, |u(z + γ)| = |u(z + γτ)| = |u(z)|.
We define the fundamental cell of Lτ,γ by

Kτ,γ =
{
z = γ(r1 + r2τ), r1, r2 ∈ [0, 1]

}
.

2.1. Multiplicative description of Eτ,γ

Proposition 2.1 ([7]). — Let γ > 0 and τ ∈ C with τ2 = Im τ > 0.
(i) If γ2τ2 /∈ πN, then Eτ,γ = {0}.
(ii) If γ2τ2 = πN for some N ∈ N, then Eτ,γ is a complex vector space of dimen-

sion N . It can be described as the set of functions vanishing N times modulo Lτ,γ

(counting multiplicity), which can be written under the form

(2.1) u(z) = λ exp
(
z2/2 + bz − |z|2/2

) N∏
j=1

Θτ

(
(z − zj)/γ

)
,

where λ ∈ C and (zj)1⩽k⩽N ∈ C are representatives of the zeroes of u modulo Lτ,γ

and finally b ∈ C and the (zj) satisfy the relations

γb = i(−N + 2k)π,

N∑
j=1

zj =
γ

2
(τ − 1)N − kτγ + ℓγ,(2.2)

for some k, ℓ ∈ Z.

A few remarks are in order
– This theorem appears in [7] with a minor misprint in the equation for b;

we include the proof, which follows that in [7], in Appendix B.
– Up to selecting the representatives modulo Lτ,γ of the zeroes of u, we can ensure

that
∑N

j=1 yj = γN(τ − 1)/2 + γℓ, or in other words k = 0.
– The condition on τ can be understood in the following way: let u ∈ Eτ,γ , u ̸= 0.

Then clearly RγRγτu = RγτRγu = u. Next, from (A.2) we obtain the quantification
condition γ2τ2 ∈ πN.

J.É.P. — M., 2025, tome 12



On the stability of the Abrikosov lattice in the lowest Landau level 591

– Geometrically, this theorem is stating that Eτ,γ is non empty when the volume
of the fundamental cell has area Nπ, and elements of the space vanish N times on it.

– By Lemma 2.3, for N = 1, α = β = π in (2.4), ν = γ−1, h = 1, we recover the
function defined in [6, Prop. 4.1].

In the sequel we assume that

τ = τ1 +
iπN

γ2
for some N ∈ N.

2.2. Additive description of Eτ,γ . — For 0 ⩽ k ⩽ N − 1 define

Eτ,γ,k =
{
u ∈ Ẽ : Rγu = u, Rγτ/Nu = exp

(
−2ikπ/N

)
u
}

=
{
u ∈ Ẽ : u(z + γ) = exp

(γ
2
(z − z)

)
u(z),

u(z + γτ/N) = e−2ikπ/N exp
( γ

2N
(τz − τz)

)
u(z)

}
.

We observe immediately that

Eτ,γ,k ⊂ Eτ,γ ,

as follows by iterating the periodicity condition in the direction τ and using (A.3).
Define next

(2.3) Φ0(z) = exp
(1
2
z2 − iπ

γ
z − 1

2
|z|2
)
Θτ/N

(
(z − z0)/γ

)
, z0 =

γ

2

( τ
N

− 1
)
,

which satisfies RγΦ0 = Φ0 and Rγτ/NΦ0 = Φ0. Then, for 0 ⩽ k ⩽ N − 1, set

Φk(z) = Rkγ/NΦ0(z) = e−ikπ/N exp
(1
2
z2 − iπ

γ
z − 1

2
|z|2
)
Θτ/N

(
(z − zk)/γ

)
,

zk =
γ

2

( τ
N

− 1
)
− k

N
γ,

so that RγΦk = Φk and Rγτ/NΦk = exp
(
−2ikπ/N

)
Φk.

The Eτ,γ,k turn out to provide an orthogonal decomposition of Eτ,γ , as is stated in
the following proposition; this result appeared in [33] in a slightly different guise. See
also [36, 32] for more results in this direction.

Proposition 2.2. — Recall that γ > 0 and γ2τ2 = πN for some N ∈ N.
(i) For any k, the space Eτ,γ,k is generated by Φk:

Eτ,γ,k = spanC
{
Φk

}
,

and the space Eτ,γ is the direct sum of the Eτ,γ,k:

Eτ,γ =
N−1⊕
k=0

Eτ,γ,k.

(ii) The family (Φk) is orthogonal in L2(Kτ,γ) and furthermore for any k ∈ Z,∫
Kτ,γ

|Φk(z)|2 dL(z) = γN

√
π

2
exp
( π2

2γ2

)
.

J.É.P. — M., 2025, tome 12



592 P. Germain, V. Schwinte & L. Thomann

(iii) For any k ∈ Z,∫
Kτ,γ

|Φk(z)|4 dL(z) =
Nγ2

2
exp
(π2

γ2

) ∑
j,ℓ∈Z

exp
(
−γ2

∣∣∣j τ
N

− ℓ
∣∣∣2).

Proof
(i) The proof follows closely that of Proposition 2.1, given in Appendix B. Consider

u ∈ Eτ,γ,k. Let {zj}1⩽j⩽p be the zeros of u in the fundamental cell Kτ/N,γ of the lattice
Lτ/N,γ . With the second periodicity condition, the zj,ℓ = zj + ℓγτ/N are the zeroes
of u in the fundamental cell Kτ,γ of the lattice Lτ,γ , so that u has pN zeroes in Kτ,γ .
From Proposition 2.1 and Eτ,γ,k ⊂ Eτ,γ , we get p = 1. Then u has only one zero in
Kτ/N,γ and we write as in (B.1),

u(z) = λ exp
(
−|z|2

2
+ αz2 + βz

)
Θτ/N

(
(z − z1)/γ

)
,

where α, β, λ ∈ C. We take for simplicity λ = 1 in the following. The first periodicity
condition Rγu = u of Eτ,γ,k requires that α = 1/2 and β = −iπ/γ+2iℓπ/γ, with ℓ ∈ Z.
The second periodicity condition of Eτ,γ,k differs from Proposition 2.1: the relation
contains a Rγτ/N magnetic translation and an additional phase factor exp

(
−2ikπ/N

)
.

Since τ2 = πN/γ2, the coefficient on z in this periodicity condition already match,
and give no further information. Nevertheless, by matching the constant terms, one
gets

z1 =
γ

2

( τ
N

− 1
)
− k

N
γ +

(
L− ℓ

τ

N

)
γ = zk +

(
L− ℓ

τ

N

)
γ,

where L ∈ Z. Taking (1.2) into account to get rid of (L− ℓτ/N) γ, we obtain a
multiplicative factor λ exp

(
−2iπℓz/γ

)
, where λ ∈ C is a constant. Overall,

Eτ,γ,k ⊂ spanC{Φk}.

The reverse inclusion is easily obtained from the definition of Φk. It follows from the
periodicity condition that the spaces Eτ,γ,k are in direct sum; and this direct sum
equals Eτ,γ by comparing the dimensions.

(ii) Denoting K1
τ,γ =

{
z = γ

(
r1 + r2τ/N

)
, r1, r2 ∈ [0, 1]

}
, for 0 ⩽ k, ℓ ⩽ N − 1,

we have∫
Kτ,γ

Φk(z)Φℓ(z) dL(z) =

N−1∑
j=0

∫
z=γ(r1+r2τ/N)

0⩽r1⩽1,j⩽r2⩽j+1

Φk(z)Φℓ(z) dL(z)

=

N−1∑
j=0

∫
K1

τ,γ

Rγτj/NΦk(z)Rγτj/NΦℓ(z) dL(z)

=

(N−1∑
j=0

e2ij(k−ℓ)π/N

)∫
K1

τ,γ

Φk(z)Φℓ(z) dL(z)

= δk,ℓN

∫
K1

τ,γ

|Φk(z)|2 dL(z).

J.É.P. — M., 2025, tome 12
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To compute the above right-hand side, matters reduce to the case k = 0, by periodicity
and since Φk = Rkγ/NΦ0. Next, we observe that

Rz0Φ0(z) = exp
(1
2
z20 − iπ

γ
z0 −

1

2
|z0|2

)
exp
(1
2
z2 − 1

2
|z|2
)
Θτ/N (z/γ).

Still using periodicity, and also that Re
(
z20/2− iπz0/γ − |z0|2/2

)
= π2/(4γ2),∫

K1
τ,γ

|Φk(z)|2 dL(z) =
∫
K1

τ,γ

|Φ0(z)|2 dL(z)

= exp
( π2

2γ2

)∫
K1

τ,γ

∣∣ exp(z2/2− |z|2/2
)
Θτ/N (z/γ)

∣∣2 dL(z).
From [6, last equality on p. 681], we have∫

K1
τ,γ

|Φk(z)|2 dL(z) = γ

√
π

2
exp
( π2

2γ2

)
.

(iii) Arguing as in item (ii), we obtain∫
Kτ,γ

|Φk(z)|4 dL(z) = N

∫
K1

τ,γ

|Φk(z)|4 dL(z) = N

∫
K1

τ,γ

|Φ0(z)|4 dL(z)

= N exp
(π2

γ2

)∫
K1

τ,γ

∣∣ exp(z2/2− |z|2/2
)
Θτ/N (z/γ)

∣∣4 dL(z),
and from [6, first equality on p. 682], we have∫

K1
τ,γ

|Φk(z)|4 dL(z) =
γ2

2
exp
(π2

γ2

) ∑
j,ℓ∈Z

exp
(
−γ2|j τ

N
− ℓ|2

)
,

as claimed. □

In the work [6], the authors consider functions v ∈ Ẽ such that |v(z + γ)| =

|v(z + γτ)| = |v(z)|. The next result, which is proved in [33, §3], shows that we can
reduce to the study of the space Eτ,γ .

Lemma 2.3. — Let γ > 0 and τ ∈ C such that τ2 = Im τ > 0. Assume that v ∈ Ẽ and
v ̸≡ 0 satisfies

|v(z + γ)| = |v(z + γτ)| = |v(z)|.

Then there exists δ ∈ C such that u = Rδv ∈ Eτ,γ .

Proof. — We have for all z ∈ C, |Rγu(z)| = |u(z)|. Thus there exists α(z) ∈ R such
that Rγu(z) = exp

(
iα(z)

)
u(z). Since α is entire, α is constant. Similarly, there exists

β ∈ R such that Rγτu(z) = exp
(
iβ
)
u(z). Now apply Rγτ to the first relation and Rγ

to the second, by (A.2) we get that there exists N ∈ N such that τ2 = πN/γ2. Set

(2.4) δ =
γ

2Nπ
(β − ατ1)− i

α

2γ
=

γ

2πN

(
β − ατ

)
,

then u = Rδv ∈ Eτ,γ . □
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2.3. The nonlinear term. — The aim of this subsection is to understand the struc-
ture of the nonlinear term Π

(
|u|2u

)
in the space Eτ,γ , more specifically in the basis

provided by the Φk. The first step is to realize that Π can be interpreted as an orthog-
onal projector, as will now be explained. Define the space

Fτ,γ =
{
u ∈ L2(Kτ,γ), u(z + γ) = exp

(γ
2
(z − z)

)
u(z),

u(z + γτ) = exp
(γ
2
(τz − τz)

)
u(z)

}
,

so that
Eτ,γ = Fτ,γ ∩ Ẽ.

Lemma 2.4. — For all u, v ∈ Fτ,γ ,∫
Kτ,γ

Πu(z)v(z) dL(z) =

∫
Kτ,γ

u(z)Π(v(z)) dL(z).

Proof. — With the change of variable ξ = w − kτ − ℓ and the fact that
u(ξ + kτγ + ℓγ) = exp

(
ℓγ(ξ − ξ)/2 + kγ(τξ − τξ)/2

)
u(ξ),

we get

Πu(z) =
1

π
exp
(
−|z|2/2

) ∫
C
exp
(
zω − |w|2/2

)
u(w) dL(w)

=
1

π
exp
(
−|z|2/2

) ∑
k,ℓ∈Z

∫
w∈Kτ,γ+kτγ+ℓγ

exp
(
zω − |w|2/2

)
u(w) dL(w)

=
1

π

∫
Kτ,γ

∑
k,ℓ∈Z

exp
(
−|z|2/2

)
exp
(
−γ2|kτ + ℓ|2/2 + (kτ + ℓ)γz

)
× exp

(
(z − kγτ − ℓγ)ω − |w|2/2

)
u(w) dL(w).

Then∫
Kτ,γ

Πu(z)v(z) dL(z) =

=
1

π

∫
Kτ,γ×Kτ,γ

∑
k,ℓ∈Z

exp
(
−|z|2/2

)
exp
(
−γ2|kτ + ℓ|2/2 + (kτ + ℓ)γz

)
× exp

((
z − kγτ − ℓγ

)
ω − |w|2/2

)
u(ω)v(z) dL(w) dL(z)

=

∫
Kτ,γ

u(w)Π(v(w)) dL(w)

hence the result. □

Given an element u of Fτ,γ , it can be thought of as a function on C, or as a function
on Kτ,γ . Therefore we introduce the following notations.

Definition 2.5. — Given an element u of Fτ,γ , we write uext (extended), if u is
considered as a function on C and ures (restricted) if u is considered as a function
on Kτ,γ .
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With these notations, we have the following result:

Lemma 2.6. — The projector Π on Fτ,γ can be interpreted as the orthogonal projec-
tor Π′ in L2(Kτ,γ) on Eτ,γ . In other words,

(Πuext)
∣∣
Kτ,γ

= Π′ures.

Proof. — On the one hand, if u ∈ Eτ,γ , then both Π and Π′ act as the identity. It is
clear as far as Π′ is concerned. Turning to Π, we have that Πuext ∈ Ẽ and Πuext ∈ Fτ,γ

(since Rα and Π commute), hence Πu belongs to Ẽ∩Fτ,γ = Eτ,γ . Furthermore, by the
previous lemma, ⟨Πuext, v⟩L2(Kτ,γ) = ⟨ures, v⟩L2(Kτ,γ) for any v ∈ Eτ,γ , hence u = Πu.

On the other hand, choose u in the orthogonal set to Eτ,γ in L2(Kτ,γ). By definition
of Π′, we get Π′ures = 0. Turning to Πuext, it is in Eτ,γ by the same argument as
above, and satisfies ⟨Πuext, v⟩L2(Kτ,γ) = ⟨ures, v⟩L2(Kτ,γ) = 0 for any v ∈ Eτ,γ ; hence
Πuext = 0. □

By the previous lemma, we will identify henceforth Π and Π′, and we will also
ignore the distinction between uext and ures.

Proposition 2.7. — If uj ∈ Eτ,γ,j for j = k, ℓ,m, then Π(ukuℓum) ∈ Eτ,γ,m with
n = k − ℓ+m mod N . Furthermore,

Π(ΦkΦℓΦm) = λΦn with λ =
1

∥Φ0∥2L2

∫
Kτ,γ

Φk(z)Φℓ(z)Φm(z)Φn(z) dL(z).

Proof. — By (A.3), for all α ∈ C,

Rα

(
Π(ukuℓum)

)
= Π(RαukRαuℓRαum).

Thus,

Rγτ/NΠ(ukuℓum) = Π
(
Rγτ/NukRγτ/NuℓRγτ/Num

)
= e2i(k−ℓ+m)π/NΠ

(
ukuℓum

)
,

which gives the first assertion. The formula for λ follows from the fact that (Φk) is
an orthonormal basis and Lemma 2.4. □

2.4. Dynamical consequences

Proposition 2.8. — Recall that γ > 0 and γ2τ2 = πN for some N ∈ N. Then, for all
κ ∈ C, the function

u(t, z) = κ exp
(
−iλ0|κ|2t

)
Φk(z)

is a stationary solution of (LLL), where

(2.5) λ0 =

∫
Kτ,γ

|Φk(z)|4 dL(z)∫
Kτ,γ

|Φk(z)|2 dL(z)
=

γ√
2π

exp
( π2

2γ2

) ∑
j,ℓ∈Z

exp
(
−γ2

∣∣∣j τ
N

− ℓ
∣∣∣2).

In particular,
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– If N = 1 and τ = iπ/γ2, which corresponds to the rectangular lattice, then

(2.6) λ0 =
1√
2
exp
( π2

2γ2

)(∑
q∈Z

exp
(
−π

2q2

γ2
))2

.

– If N = 1, τ = exp
(
2iπ/3

)
and γ =

√
2π/31/4, which corresponds to the hexagonal

lattice, then

(2.7) λ0 =
1√
2
exp
( π2

2γ2

)(
I2 + 2IJ − J2

)
,

with
I =

∑
j∈Z

exp
(
−π

2(2j)2

γ2

)
and J =

∑
j∈Z

exp
(
−π

2(2j + 1)2

γ2

)
.

Proof. — The result of Proposition 2.8 directly follows from Proposition 2.2(ii)
and (iii). Let us take a closer look at the cases of interest.

– If N = 1 and τ = iπ/γ2, then by (2.5)∑
j,ℓ∈Z

exp
(
−γ2|jτ − ℓ|2

)
=
∑
j,ℓ∈Z

exp
(
−γ2

(j2π2

γ4
+ ℓ2

))
=

(∑
j∈Z

exp
(
−π

2j2

γ2

))(∑
ℓ∈Z

exp
(
−γ2ℓ2

))
.

By the Poisson summation formula (C.3) with α = γ2 and z = 0,∑
ℓ∈Z

exp
(
−γ2ℓ2

)
=

√
π

γ

∑
ℓ∈Z

exp
(
−π

2ℓ2

γ2

)
,

which implies (2.6).
– If N = 1, τ = exp

(
2iπ/3

)
= −1/2 + i

√
3/2 and γ =

√
2π/31/4, then

A :=
∑
j,ℓ∈Z

exp
(
−γ2|jτ − ℓ|2

)
=
∑
j,ℓ∈Z

exp
(
−γ2

(
(ℓ+

1

2
j)2 +

3

4
j2
))

From (C.3) with α = γ2 and z = j/2, we deduce that∑
ℓ∈Z

exp
(
−γ2(ℓ+ 1

2
j)2
)
=

√
π

γ

∑
n∈Z

exp
(
−π

2n2

γ2
+ iπnj

)
.

On the other hand, using that 3γ2/4 = π2/γ2, we find

A =

√
π

γ

∑
j∈Z

(
exp
(
−π

2j2

γ2

)∑
n∈Z

exp
(
−π

2n2

γ2
+ iπnj

))

=

√
π

γ

(
I(I + J) + J(I − J)

)
=

√
π

γ

(
I2 + 2IJ − J2

)
,

which was the claim. □
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Theorem 2.9. — The equation (LLL) is globally well-posed in Eτ,γ : for all u0 ∈ Eτ,γ

there exists a unique u ∈ C∞(R;Eτ,γ) which depends smoothly on u0. Moreover, the
following quantities are conserved: for all t ∈ R∫

Kτ,γ

|u(t, z)|2 dL(z) =
∫
Kτ,γ

|u0(z)|2 dL(z),

and ∫
Kτ,γ

|u(t, z)|4 dL(z) =
∫
Kτ,γ

|u0(z)|4 dL(z).

Furthermore, the solution can be represented in any of the following forms:
(i) Assume that (zj,0)1⩽j⩽N satisfy (2.2) for some k, ℓ ∈ Z, then the solution

of (LLL) with data

u0(z) = λ0 exp
(1
2
z2 +

iπ

γ
(−N + 2k)z − 1

2
|z|2
) N∏

j=1

Θτ

( 1
γ
(z − zj,0)

)
,

takes the form

u(t, z) = λ(t) exp
(1
2
z2 +

iπ

γ
(−N + 2k)z − 1

2
|z|2
) N∏

j=1

Θτ

( 1
γ
(z − zj(t))

)
,

and we have for all t ∈ R

(2.8)
N∑
j=1

zj(t) =

N∑
j=1

zj,0 =
γ

2
(τ − 1)N − kτγ + ℓγ.

(ii) Assume that u0 ∈ Eτ,γ reads u0(z) =
∑N−1

j=0 λj,0Φj(z), with (λj,0)0⩽j⩽N−1 then

u(t, z) =

N−1∑
j=0

λj(t)Φj(z),

where (λj(t))0⩽j⩽N−1 satisfy for all 0 ⩽ j ⩽ N − 1

(2.9) iλ̇j = CN

∑
0⩽k,ℓ,m⩽N−1
k−ℓ+m=j [N ]

(∫
Kτ,γ

ΦkΦℓΦmΦj(z) dL(z)

)
λkλℓλm,

with

CN =

(∫
Kτ,γ

|Φj |2 dL
)−1

=
1

γN

√
2

π
exp
(
− π2

2γ2

)
and we have for all t ∈ R

N−1∑
j=0

|λj(t)|2 =

N−1∑
j=0

|λj,0|2.

Remark 2.10
– When N = 0 we recover the solution

u(t, z) = κ exp
(
itµ
)
exp
(
z2/2− |z|2/2

)
found in [21, Prop. 6.1].
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– When N = 1, we obtain the stationary solution

u(t, z) = eiµtΦ0(z) = eiµt exp
(z2
2

− iπ

γ
z − |z|2

2

)
Θτ

( 1
γ
(z − z0)

)
, z0 =

γ

2
(τ − 1).

This stationary solution has already been obtained in [6]. Indeed, set γ = 1/ν, then
the function fτ which is defined in [6, Th. 1.4] is the function

v(z) = exp
(
z2/2− |z|2/2

)
Θτ (z/γ).

Set u := R−z0v, where z0 = γ(τ−1)/2, then u ∈ Eτ,γ with τ2 = π/γ2. Notice however
that v /∈ Eτ,γ because Rγv = −v and Rγτv = −v.

– The conservation law (2.8) is a condition such that u belongs to the space Eτ,γ .
By the previous result, for all t ∈ R, any solution of (LLL) has exactly N zeros
(counted with multiplicity) in a fundamental cell Kτ,γ . We can understand this fact in
the following way: by the contour formula, the number of zeros of u is locally preserved,
until one zero crosses ∂Kτ,γ , but then in this case, the number of zeros in Kτ,γ has
to be conserved by the quasi-periodicity condition |u(z + γ)| = |u(z + γτ)| = |u(z)|.

– Assume that v ∈ Eτ,γ , then Rγτ/Nv ∈ Eτ,γ . As a consequence we can show that
if u is solution to (LLL), then Rγτ/Nu is also solution with initial condition Rγτ/Nu0.
This can be reformulated for the system (2.9) as: if (λ0(t), λ1(t), . . . , λN−1(t)) satis-
fies (2.9), then (λ1(t), . . . , λN−1(t), λ0(t)) also.

Proof of Theorem 2.9. — This is a direct consequence of Proposition 2.2(ii). For u0 ∈
Eτ,γ we deduce that the map u 7→ u0 − i

∫ t

0
Π(|u|2u)(s)ds sends Eτ,γ into itself, and

the fixed point argument implies that for all t ∈ R, u(t) ∈ Eτ,γ .
The second part of the result follows from the characterization of Eτ given in

Proposition 2.1. □

3. (LLL) on simply periodic domains (strips)

3.1. Periodic functions in the Fock-Bargmann space. — Denote by Fγ the space

Fγ =
{
u ∈ Ẽ : Rγu = u

}
.

A subspace of Fγ is given by functions which are Lp-integrable on a fundamental
domain associated to the translation z 7→ z + γ. For convenience, we fix the vertical
strip

Sγ =
{
z ∈ C, −γ/2 ⩽ Re z ⩽ γ/2

}
,

and we consider the natural Lp(Sγ) norm. Similarly, Lp,α(Sγ) ∩ Fγ is the subspace
of Fγ for which the following norm is finite

∥u∥Lp,α(Sγ) = ∥⟨z⟩αu∥Lp(Sγ).

Denote

ψ0(z) :=

(
2

πγ2

)1/4

exp
(z2
2

− |z|2

2

)
,
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and for n ∈ Z

ψn(z) = Rinπ/γψ0(z) = exp
(
−π

2n2

γ2

)
exp
(
2inπγz

)
ψ0(z).

Remark 3.1. — Alternatively, we could have defined

ψ̃n(z) = Rnτγ/Nψ0(z)

with the usual quantification condition on τ and N . This results in

ψ̃n(z) = Rnτγ/Nψ0(z) = exp
( in2πτ1

N
− π2n2

γ2
+

2inπ

γ
z
)
ψ0(z).

So the only dependence on τ is through the number exp
(
in2πτ1/N

)
which has absolute

value 1 and is thus irrelevant.

3.2. On the restriction of the projector Π on Fγ

Lemma 3.2. — Let Π be the orthogonal projector from the space of Rγ-invariant func-
tions to L2(Sγ) ∩ Fγ , and denote K(z, w) its kernel, for (z, w) ∈ Sγ .

(i) The kernel K is given by the formula

(3.1) K(z, w) =

√
2

πγ2
exp
(
− π2

2γ2

)
exp
(1
2
z2 − 1

2
|z|2 + 1

2
w2 − 1

2
|w|2 − iπ

γ
(z − w)

)
×Θ2iπ/γ2

( 1
γ
(z − w − iπ

γ
+
γ

2
)
)
.

(ii) It enjoys the bound

(3.2) |K(z, w)| ≲ exp
(
− (Im z − Imw)2

2

)
.

(iii) For all u, v ∈ Fγ ∩ L2(Sγ)

(3.3)
∫
Sγ

Πu(z)v(z) dL(z) =

∫
Sγ

u(z)Π(v(z)) dL(z).

(iv) The projector Π on {u, Rγu = u}∩L2(Sγ) can be identified with the orthogonal
projector from L2(Sγ) to Fγ ∩ L2(Sγ).

(v) For any p ⩾ 2 and α ⩾ 0, the orthogonal projector Π has a unique extension
to Lp(Sγ) and Lp,α(Sγ).

Proof
(i) We show that the periodized projection operator in the whole space agrees with

the projection operator given by (3.1). To get a formula for the periodized projection
operator, we write, if u is Rγ-invariant,

u(z + kγ) = exp
(
kγ(z − z)/2

)
u(z).

The change of variable w = w′ + kγ results in

exp
(
wz − 1

2
|w|2

)
u(w) = exp

(
w′z − 1

2
|w′|2 + kγ(z − w′)− 1

2
k2γ2

)
u(w′).
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Making this change of variable in the integral after splitting it into vertical strips
yields

Πu(z) =
1

π
exp
(
−|z|2/2

) ∫
C
exp
(
wz − |w|2/2

)
u(w) dL(w)

=
1

π
exp
(
−|z|2/2

)∑
k∈Z

∫
w∈Sγ+kγ

. . .

=
1

π
exp
(
−|z|2/2

) ∫
Sγ

exp
(
wz − |w|2/2

)
×
[∑
k∈Z

exp
(
kγ(z − w)− k2γ2/2

)]
u(w) dL(w).

Comparing with the above formula, we need to check that√
2

πγ2
exp
(
z2/2 + w2/2

)∑
k∈Z

exp
(2ikπ

γ
(z − w)− 2π2k2

γ2

)
=

1

π
ewz

∑
k∈Z

exp
(
kγ(z − w)− 1

2
k2γ2

)
,

but this follows from the Poisson formula (C.3) with x = (z − w)/γ and α = γ2/2.
This proves (3.1).

(ii) Let N = 2, τ = 2iπ/γ2, and z1 = z2 = γ(τ − 1)/2. Then, the function

u(z) = exp
(
z2/2− 2iπz/γ − |z|2/2

)
Θ2

2iπ/γ2

(
(z − z1)/γ

)
is of the form (2.1). Therefore, u is periodic over the lattice Lτ,γ , so that it is bounded.
This implies that∣∣∣Θ2iπ/γ2

( 1
γ
(z − w)− iπ

γ
+
γ

2
)
)
exp
(
− iπ
γ
(z − w) +

1

4
(z − w)2 − 1

4
|z − w|2

)∣∣∣ ≲ 1.

Then, using (i) and
1

4
(z − w)2 − 1

4
|z − w|2 =

1

4
z2 − 1

4
|z|2 + 1

4
w2 − 1

4
|w|2 − 1

4
(2zw − zw − zw),

we get

|K(z, w)| ≲
∣∣∣exp(1

4
z2 − 1

4
|z|2 + 1

4
w2 − 1

4
|w|2 − 1

4
(2zw − zw − zw)

)∣∣∣.
We write, for z = x+ iy, w = a+ ib ∈ Sγ ,

1

4
z2 − 1

4
|z|2 + 1

4
w2 − 1

4
|w|2 − 1

4
(2zw − zw − zw)

=
i

2
xy − 1

2
y2 − i

2
ab− 1

2
b2 + yb+ 2i(ya− xb)

= −1

2
(y − b)2 +

i

2

(
xy − ab+ 2(ya− xb)

)
,

and obtain the bound

|K(z, w)| ≲ exp
(
− (Im z − Imw)2

2

)
.
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(iii) Can be proved like Lemma 2.4.
(iv) Can be proved like Lemma 2.6.
(v) By the assertion (ii), we can write for u ∈ Lp

γ

∥Πu∥Lp,α(Sγ) =

∥∥∥∥⟨z⟩α ∫
Sγ

K(z, w)u(w) dL(w)

∥∥∥∥
Lp(Sγ)

≲

∥∥∥∥∫
Sγ

exp
(
− (Im z − Imw)2

2

)(
⟨w⟩α + ⟨z − w⟩α

)
u(w) dL(w)

∥∥∥∥
Lp(Sγ)

≲ ∥⟨z⟩α u∥Lp(Sγ)
= ∥u∥Lp,α(Sγ),

and the result follows. □

We shall now prove hypercontractivity estimates for all Lp − Lq.

Lemma 3.3. — Let u ∈ Fγ . Then for any 1 ⩽ p ⩽ q ⩽ +∞,

(3.4) ∥u∥Lq(Sγ) ≲ ∥u∥Lp(Sγ).

Proof. — By interpolation, it is sufficient to prove the result for p ⩾ 1 and q = +∞.
If u ∈ Fγ ,

u(z) = Πu(z) =

∫
Sγ

K(z, w)u(w) dL(w).

By (3.2), the kernel K and the Hölder inequality, for all z ∈ Sγ ,

|u(z)| ⩽ ∥K(z, ·)∥Lp′ (Sγ)
∥u∥Lp(Sγ) ≲ ∥u∥Lp(Sγ),

which is the desired result. □

3.3. The family (ψn)n∈Z is a Hilbertian basis of L2(Sγ) ∩ Fγ

Lemma 3.4. — The family (ψn)n∈Z is orthonormal and forms a Hilbertian basis of
L2(Sγ) ∩ Fγ .

In particular, the function Φ0 defined in (2.3) has a natural expansion in the family
(ψn)n∈Z, namely a direct computation shows that, with z0 = γ(τ/N − 1)/2,

Φ0(z) = exp
(z2
2

− iπz

γ
− |z|2

2

)
Θτ/N

(
(z − z0)/γ

)
= e−iπτ/(4N)

(
πγ2/2

)1/4 +∞∑
n=−∞

ein
2πτ1/Nψn(z).(3.5)

Proof. — It is clear that ψ0 ∈ Fγ , and this remains true for ψn since
[
Rinπ/γ , Rγ

]
= 0.

Furthermore,∫
Sγ

ψk(z)ψℓ dL(z) =

(
2

πγ2

)1/2∫ ∞

−∞

∫ γ

0

exp
(
−2y2 +

2iπ

γ
(k − ℓ)x− 2π

γ
(k + ℓ)y

)
dxdy

=

(
2

πγ2

)1/2

δk,ℓγ

∫ ∞

−∞
exp
(
−2y2 − 4π

γ
ky
)
dy = δk,ℓ,

which shows that the family is orthonormal.
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We now show that the family is complete. Let u ∈ L2(Sγ) ∩ Fγ . For z = x + iy,
we set v(x, y) = u(z) exp

(
−ixy

)
. Then for all y ∈ R, the function x 7→ v(x, y) is

γ-periodic. We expand it in Fourier series v(x, y) =
∑

k∈Z ck(y) exp
(
2iπkx/γ

)
and we

have
∥u∥2L2(Sγ)

= ∥v∥2L2(Sγ)
=
∑
k∈Z

∫
R
|ck(y)|2dy <∞.

Therefore, for all k ∈ Z, ck ∈ L2(R). We now expand ck in the Hilbertian basis
of L2(R) given by (translated) Hermite functions. Namely, for all k ∈ Z, there exists
a family of polynomial (Pj,k)j⩾0 where Pj,k has degree j and such that

ck(y) = exp
(
−
(
y +

kπ

γ

)2)+∞∑
j=0

Pj,k(y).

Coming back to u, it can be written as the following convergent series

u(z) =
∑
k∈Z

∑
j⩾0

exp
(
ixy +

2iπkx

γ
−
(
y +

kπ

γ

)2)
Pj,k(y),

where the summands are orthogonal. To show that the family (ψk) is complete, using
the continuity of Π on L2(Sγ) by Lemma 3.2(iii), it suffices to show that the orthogonal
projection of each summand can be written as a linear combination of these functions.

We will do so by showing that, for all k ∈ Z and j ⩾ 0, there exists Cj,k ∈ C such
that

(3.6) Aj,k = Π
(
exp
(
−
(
y +

kπ

γ

)2)(
y +

kπ

γ

)j
exp
(
ixy +

2ikπx

γ

))
= Cj,kψk(z),

By the formula for the projection

Aj,k =
1

π
e−|z|2/2

∫
C
exp
(
wz − |w|2/2

)
exp
(
−
(w − w

2i
+
kπ

γ

)2)
(
w − w

2i
+
kπ

γ
)j

× exp
(1
4
(w2 − w2) +

iπk

γ
(w + w)

)
dL(w)

=
1

π(2i)j
e−|z|2/2

∫
C
exp
(
−|w|2 + wz +

2iπk

γ
w +

1

2
w2
)(
w − w +

2ikπ

γ

)j
dL(w)

=
2j/2+1

π(2i)j
e−|z|2/2

∫
C
exp
(
−2|w|2 +

√
2wz +

2
√
2iπk

γ
w + w2

)
×
(
w − w +

√
2ikπ

γ

)j
dL(w).

Let t ∈ R and let us compute

+∞∑
j=0

π(2i)j

2j/2+1

tjAj,k

j!
= exp

(
−|z|2

2
+

√
2ikπt

γ

)
×
∫
C
exp
(
−2|w|2 +

(2√2iπk

γ
+ t
)
w + (

√
2z − t)w + w2

)
dL(w).
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From [21, §6] we recall the formula∫
exp
(
−2|w|2 + aw + bw + cw2

)
dL(w) =

π

2
exp
(
b(cb+ 2a)/4

)
.

We set a = 2
√
2iπk/γ + t, b =

√
2z − t and c = 1, thus

(3.7)
+∞∑
j=0

π(2i)j

2j/2+1

tjAj,k

j!
=
π

2
exp
(
−|z|2

2
+

√
2ikπt

γ

)
×
∫
C
exp
(
−2|w|2 +

(2√2iπk

γ
+ t
)
w + (

√
2z − t)w + w2

)
dL(w)

=
π

2
e−t2/4 exp

(z2
2

− |z|2

2
+

2ikπz

γ

)
= Cke

−t2/4ψk(z).

Finally, by identifying the powers of t in the expansion (3.7) we get (3.6). □

Remark 3.5. — Since the (ψk) form a Hilbertian basis of L2(Sγ)∩Fγ , we can recover
the expression of the kernel K as follows:

K(z, w) =
∑
k∈Z

ψk(z)ψk(w)

=

√
2

πγ2
exp
(1
2
z2 − 1

2
|z|2 + 1

2
w2 − 1

2
|w|2

)∑
k∈Z

exp
(2ikπ

γ
(z − w)− 2π2k2

γ2

)
=

√
2

πγ2
e−π2/(2γ2)Θ2iπ/γ2

( 1
γ
(z − w − iπ

γ
+
γ

2
)
)

× exp
(
− iπ
γ
(z − w) +

1

2
z2 − 1

2
|z|2 + 1

2
w2 − 1

2
|w|2

)
.

3.4. The equation (LLL) on Fγ : basic structure

3.4.1. The equation in physical space

Lemma 3.6. — The following quantities are formally conserved by the flow of (LLL)

H(u) =

∫
Sγ

|u(z)|4 dL(z),

M(u) =

∫
Sγ

|u(z)|2 dL(z),

P (u) =

∫
Sγ

u(z)Γ1u(z) dL(z) = i

∫
Sγ

(z − z)|u(z)|2 dL(z),

(Hamiltonian, mass and momentum respectively).

Proof. — The proof of the first point and the two first conservation laws are similar
to what we did previously.
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Let us check the equality of the two different expressions of P (u). We write u(z) =
f(z) exp

(
−|z|2/2

)
, where f is an holomorphic function. Then∫

Sγ

u(z)Γ1u(z) dL(z) = i

∫
Sγ

f(z)
(
zf(z)− ∂zf(z)

)
e−|z|2 dL(z)

= i

∫
Sγ

z|f(z)|2e−|z|2 dL(z) + i

∫
Sγ

|f(z)|2∂z
(
e−|z|2) dL(z)

= i

∫
Sγ

(z − z)|u(z)|2 dL(z).

The conservation of P (u) follows from the action of Rα on Fγ , but we can give a
direct proof: Set ∂z = (∂x − i∂y)/2, ∂z = (∂x + i∂y)/2. First we check that for all
u, v ∈ Fγ ∫

Sγ

∂zu(z)v(z) dL(z) = −
∫
Sγ

u(z)∂zv(z) dL(z).

Writing u(z) = f(z) exp
(
−|z|2/2

)
, we have Π(zu) = ∂zf(z) exp

(
−|z|2/2

)
, which im-

plies that∫
Sγ

|u(z)|2u(z)Π(zu) dL(z) =

∫
Sγ

f(z)
2
f(z)∂zf(z)e

−2|z|2 dL(z)

=
1

2

∫
Sγ

f(z)
2
∂z
(
f2(z)

)
e−2|z|2 dL(z)

=

∫
Sγ

z|f(z)|4e−2|z|2 dL(z) =

∫
Sγ

z|u(z)|4 dL(z).

Together with (3.3), this implies that

d

dt

∫
Sγ

(z − z)|u(z)|2 dL(z) = −2iRe

∫
Sγ

(z − z)u(z)Π(|u|2u)(z) dL(z)

= −2iRe

∫
Sγ

Π
(
(z − z)u(z)

)
|u|2u(z) dL(z)

= −2iRe

∫
Sγ

(z − z)|u(z)|4 dL(z) = 0,

hence the result. □

The symmetries of the equation (LLL) on a strip are as follows:
– Phase rotation: u 7→ exp

(
iθ
)
u, for θ ∈ R.

– Horizontal magnetic translation: u 7→ Rθu, for θ ∈ R.
– Vertical magnetic translation: u 7→ Riπ/γu.
– Symmetry around the origin: u(z) 7→ u(−z).
By Noether’s theorem, the two continuous symmetries (phase rotation and horizon-

tal magnetic translation) are related to the conserved quantities (mass and momentum
respectively).
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3.4.2. The equation in the Hilbertian basis (ψk)k∈Z. — From now on, we denote

(3.8) Ak,ℓ,m =
1

γ
√
π
exp
(
−π

2

γ2
(
(ℓ− k)2 + (ℓ−m)2

))
.

Then, the following result holds true.

Lemma 3.7. — If k, ℓ,m, n ∈ Z are such that k − ℓ+m− n ̸= 0, then∫
Sγ

ψkψℓψmψn(z) dL(z) =

{
Ak,ℓ,m if k − ℓ+m− n = 0,

0 if k − ℓ+m− n ̸= 0.

In other words, when m = k − ℓ+ n, we have

(3.9) Π
(
ψkψℓψm

)
= Ak,ℓ,mψn.

Proof. — We write∫
Sγ

ψkψℓψmψn(z) dL(z) =
2

πγ2

∫ γ

0

∫
R
exp
(2iπ
γ

(k−ℓ+m−n)x− 2π

γ
(k+ℓ+m+n)y

)
× exp

(
−4y2 − π2

γ2
(k2 + ℓ2 +m2 + n2)

)
dy dx,

which vanishes if k − ℓ+m− n ̸= 0. Assuming that k − ℓ+m− n = 0,∫
Sγ

ψkψℓψmψn(z) dL(z) =

=
2

πγ

∫
R
exp
(
−2π

γ
(k + ℓ+m+ n)y − 4y2 − π2

γ2
(k2 + ℓ2 +m2 + n2)

)
dy

=
2

πγ
exp
( π2

4γ2
(k + ℓ+m+ n)2 − π2

γ2
(k2 + ℓ2 +m2 + n2)

)∫
R
e−4y2

dy,

which gives the desired formula. □

Expanding a solution of (LLL) in the Hilbertian basis

u(t, z) =
∑
k∈Z

λk(t)ψk(z),

it follows from the above proposition that the coordinates (λn) satisfy the equation

(3.10) i
d

dt
λn(t) =

∑
k−ℓ+m=n

Ak,ℓ,mλk(t)λℓ(t)λm(t), n ∈ Z, t ∈ R.

The Hamiltonian, the mass and the momentum can be expressed in the Hilbertian
basis as

H(u) =
1

4

∑
k−ℓ+m=n

Ak,ℓ,mλkλℓλmλn,

M(u) =
∑
k∈Z

|λk|2,

P (u) =
2π

γ

∑
k∈Z

k|λk|2,

as follows by expressing these quantities in the Hilbertian basis (ψk).
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As for symmetries in this new coordinate system, they can be expressed as follows:
– Phase rotation: λk 7→ exp

(
iθ
)
λk, for θ ∈ R.

– Horizontal magnetic translation: λk 7→ exp
(
2πikθ/γ

)
λk, for θ ∈ R (since Rθψk =

exp
(
2πikθ/γ

)
ψk).

– Vertical magnetic translation: λk 7→ λk+1 (since Riπ/γψk = ψk+1).
– Symmetry around the origin: λk 7→ λ−k (since ψk(−z) = ψ−k(z)).

3.5. Local and global solutions of periodic LLL. — For any α ⩾ 0, we define the
Banach space ℓ∞,α constituted of sequences, given by the norm

∥(λk)∥ℓ∞,α = sup
k∈Z

⟨k⟩α |λk|.

We also define Lp,α(Sγ) the weighted Lebesgue space by the norm

∥f∥Lp,α(Sγ) = ∥⟨z⟩αf∥Lp(Sγ).

In this section, we will prove well-posedness results. We also refer to [21, §3] where
similar results are obtained for (LLL) in the whole space.

Proposition 3.8. — We have local well-posedness results on the following spaces:
(i) For any p ∈ [1,∞], the equation (LLL) is locally well-posed in Fγ ∩ Lp(Sγ):

for any data u0 ∈ Fγ ∩ Lp(Sγ) there exists T > 0 and a unique solution u ∈
C
(
[0, T ],Fγ ∩ Lp(Sγ)

)
, which depends smoothly on u0.

(ii) For any p ∈ [1,∞], α ⩾ 0, the equation (LLL) is locally well-posed in Lp,α(Sγ):
for any data u0 ∈ Fγ ∩ Lp,α

(
Sγ

)
there exists T > 0 and a unique solution u ∈

C
(
[0, T ],Fγ ∩ Lp,α(Sγ)

)
, which depends smoothly on u0.

(iii) By writing u =
∑

k∈Z λkψk, the equation (LLL) is locally well-posed in ℓ∞,α

for α ⩾ 0.

Proof
(i) and (ii): It suffices to prove that the map u 7→ Π(|u|2u) is smooth on the

weighted spaces Lp,α(Sγ), for 2 ⩽ p ⩽ +∞ and α ⩾ 0, with a differential bounded on
bounded subsets. This follows from both Lemma 3.2(iii), and the hypercontractivity
estimates (3.4):

∥ ⟨z⟩α Π(fgh)∥Lp(Sγ) ≲ ∥ ⟨z⟩α fgh∥Lp(Sγ) ≲ ∥ ⟨z⟩α f∥Lp(Sγ)∥g∥L∞(Sγ)∥h∥L∞(Sγ)

≲ ∥ ⟨z⟩α f∥Lp(Sγ)∥ ⟨z⟩
α
g∥Lp(Sγ)∥ ⟨z⟩

α
h∥Lp(Sγ)

= ∥f∥Lp,α(Sγ)∥g∥Lp,α(Sγ)∥h∥Lp,α(Sγ).

(iii) The equation in (λn) coordinates can be written

i
d

dt
λn =

1

γ
√
π

∑
k−ℓ+m=n

exp
(
−π

2

γ2
(
(ℓ− k)2 + (ℓ−m)2

))
λkλℓλm

=
1

γ
√
π

∑
p∈Z

∑
m∈Z

exp
(
−2π2

γ2

((
n− p

2

)2
+
(
m− p

2

)2))
λp−mλp−nλm

=: R(λ, λ, λ).
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We need to prove that R maps (ℓ∞,α)3 to ℓ∞,α, that is to say

σn =
∑
p∈Z

exp
(
−2π2

γ2
(
n− p

2

)2) 1

⟨p− n⟩α
∑
m∈Z

exp
(
−2π2

γ2
(
m− p

2

)2) 1

⟨m⟩α ⟨p−m⟩α

≲
1

⟨n⟩α
.

We first deal with the sum over m ∈ Z:∑
m∈Z

exp
(
−2π2

γ2
(
m− p

2

)2) 1

⟨m⟩α ⟨p−m⟩α
≲

1

⟨p⟩α
∑
m∈Z

exp
(
−2π2

γ2
(
m− p

2

)2)
≲

1

⟨p⟩α
.

It remains the sum over p ∈ Z. It is similarly bounded:

σn ≲
∑
p∈Z

exp
(
−2π2

γ2
(
m− p

2

)2) 1

⟨p− n⟩α ⟨p⟩α
≲

1

⟨n⟩α
,

which is the result. □

Finally, we state a global well-posedness result for (LLL) on the strip, which is very
similar to the case of the equation posed in the whole space, therefore we refer to [21,
Prop. 3.7] for the proof.

Proposition 3.9. — Assume that 2 ⩽ p ⩽ 4. The equation (LLL) is globally well-posed
for data u0 ∈ Fγ ∩ Lp(Sγ) and such data lead to solutions in C∞(R,Fγ ∩ Lp(Sγ)

)
,

depending smoothly on u0.

We stress that the global well-posedness for data u0 ∈ Fγ ∩ L∞(Sγ) is an open
problem.

3.6. Classification of stationary solutions with a finite number of zeros in a strip

Definition 3.10. — An M -stationary wave is a solution of (LLL) of the form

u(t) = e−iatu0, where a ∈ R, u0 ∈ Fγ .

An MQ-stationary wave is a solution of (LLL) of the form

u(t) = e−iatR−αtu0, where a ∈ R, α = α1 + iα2 ∈ C, u0 ∈ Fγ .

They are given, respectively, by the solutions of

au = Π
(
|u|2u

)
(M)

au+ α · Γu = Π
(
|u|2u

)
,(MQ)

where, by (A.1), α · Γ = α1Γ1 + α2Γ2 is the operator on Fγ defined by

Γ1 = i(z − ∂z − z/2), Γ2 = (z + ∂z + z/2).

Since Γ1ψk = (2kπ/γ)ψk, the operator Γ1 can be expressed in the Hilbertian basis as

Γ1

(
(λk)k

)
=
((
2πk/γ

)
λk
)
k
.

We define the set

G =
{
u ∈ Fγ and u has a finite number of zeros modulo γ

}
.
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To begin with, we provide a complete characterization of the space G.

Lemma 3.11. — We have the following descriptions:
(i) (Multiplicative description) The function u ∈ G has N zeros modulo γ if it can

be written as

u(z) = κ exp
(1
2
z2 +

2iπL

γ
z − 1

2
|z|2
) N∏

k=1

(
eiπz/γ sin

(π
γ
(z − zk)

))
,

where L ∈ Z, κ ∈ C and (zk)1⩽k⩽N in Sγ .
(ii) (Additive description) The function u ∈ G has N zeros if it can be written as

u(z) = κ exp
(z2
2

− |z|2

2

)
ZLP (Z),

where Z = exp
(
2πiz/γ

)
and P is a complex polynomial of degree N such that

P (0) ̸= 0.

Notice that this proves the embedding G ⊂ L2(Sγ).

Proof. — The proof of the multiplicative description is similar to the proof of Propo-
sition 2.1: denote by (zk)1⩽k⩽N the zeroes of u in the strip −γ/2 ⩽ Re z < γ/2 and
write

u(z) = exp
(
−|z|2/2

)
φ(z)

N∏
k=1

(
eiπz/γ sin

(π
γ
(z − zk)

))
.

By construction, φ does not vanish on C, and is entire; thus, it can be written φ =

exp
(
Ψ
)
, with Ψ entire. Furthermore, denoting

A = C∖
⋃

k∈{1,...,N}
n∈Z

B(zk + nγ, ε)

for ε > 0 small enough, it is easy to see that |φ(z)| ⩽ C exp
(
C|z|2

)
on A, hence on C

by the maximum modulus principle. This implies that ReΨ(z) ⩽ C|z|2 on C, and
applying the Borel-Carathéodory theorem gives that Ψ is a polynomial of degree 2.
Therefore, we can write

u(z) = κ exp
(
−|z|2/2 + αz2 + βz

) N∏
k=1

(
eiπz/γ sin

(π
γ
(z − zk)

))
.

Finally, the periodicity condition Rγu = u leads to α = 1/2 and β = 2iπL/γ.
To prove the additive description, notice that exp

(
iπz/γ

)
sin
(
π(z − zk)/γ

)
can be

written under the form aZ+b, with b ̸= 0. This proves that any function which in the
multiplicative form above can also be expressed in the additive form. Conversely, if a
function can be put in the additive form, it belongs to G and has N zeros modulo γ
since z 7→ Z is a bijection from Sγ to C∖ {0}. □

Proposition 3.12. — The M -stationary solutions to (LLL) in G are given by the
formula

u(t, z) = κψk(z) exp
(
−i |κ|

2t

γ
√
π

)
, k ∈ Z, κ ∈ C.

There are no MQ-stationary solutions beyond the above examples.
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Notice that the previous waves belong to L2(Sγ) and that for

u(t, z) = κψk(z) exp
(
−i |κ|

2t

γ
√
π

)
M(u) = |κ|2, Q(u) = k|κ|2, H(u) =

1

4
∥u∥4L4(Sγ)

=
|κ|4

4γ
√
π
.

Proof. — Let u ∈ G be a MQ-stationary solution to (LLL), namely

u(t, z) = e−iatR−αtU(z)

for some a ∈ R, α ∈ C and U ∈ G. Thus there exists L ∈ Z such that

U(z) = c exp
(1
2
z2 − 1

2
|z|2
)
ZLP (Z),

where the polynomial P satisfies the hypotheses of Lemma 3.11. Next, U satisfies the
equation aU + α · ΓU = Π

(
|U |2U

)
. Let β ∈ C, then by (A.4) and (A.5),(

a+ 2 Im(αβ)
)
RβU + (α · Γ)RβU = Π

(
|RβU |2RβU

)
.

Next, observe that

R±iπ/γ

[
ez

2/2−|z|2/2ZLP (Z)
]
= µLZL±1P (µZ)e−π2/γ2

ez
2/2−|z|2/2,

with µ = exp
(
∓2π2/γ2

)
, thus choosing β = −iπL/γ and setting V = RβU , it suffices

to treat the case L = 0. Moreover [Rγ , Rβ ] = 0, so that V ∈ G. Then, V can be
expanded as

V (z) = ez
2/2−|z|2/2

N∑
j=0

cje
2ijπz/γ =

N∑
j=0

djψj(z),

with d0 ̸= 0 and dN ̸= 0. Therefore,

|V |2V (z) =
∑

0⩽k,ℓ,m⩽N

dkdℓdmψkψℓψm(z).

We compute the coefficient of highest degree in Π(|V |2V ): it is given by k = m = N ,
ℓ = 0. By (3.9),

Π
(
ψ2
Nψ0

)
=

1

γ
√
π
e−2π2N2/γ2

ψ2N .

On the other hand, we observe that Γ2ψn = (2z + 2inπ/γ)ψn. Then, if V satisfies(
a + 2Im(αβ)

)
V + (α · Γ)V = Π

(
|V |2V

)
, then we must have N = 0, and α2 = 0.

Finally, U = κRiπL/γψ0 = κψL, hence the result. □

4. Linearized analysis around rectangular lattices

From now on and in the following sections, we assume that N = 1. In the present
section, we assume furthermore that the lattice is rectangular, namely that τ1 = 0

and τ2 = π/γ2, so that τ = iπ/γ2.
Recall the definition of the strip

Sγ =
{
z = x+ iy : x ∈ [0, γ], y ∈ R

}
,

which we regard as a fundamental domain for functions in Fγ .
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Also recall the Hilbert basis

ψ0(z) =
( 2

πγ2

)1/4
exp
(z2
2

− |z|2

2

)
,

ψk(z) = Rikπ/γψ0(z) =
( 2

πγ2

)1/4
exp
(2ikπ

γ
z − π2k2

γ2
+
z2

2
− |z|2

2

)
, k ∈ Z.

It is such that Rαψk = exp
(
2ikπα/γ

)
ψk if α ∈ R and Γ1ψk =

(
2πk/γ

)
ψk.

By (3.5) we have the expansion

Φ0(z) =
(πγ2

2

)1/4
exp
( π2

4γ2

) +∞∑
n=−∞

ψn(z)

= exp
(z2
2

− iπz

γ
− |z|2

2

)
Θiπ/γ2

((
z − iπ/γ − γ

2

)
/γ
)
,

and it was observed in Remark 2.10, that this function gives the M -stationary wave

Φ(t, z) = e−iλtΦ0(z).

Ignoring its phase, this solution is periodic with respect to translations in γZ and γτZ,
and thus corresponds physically to a rectangular lattice. The aim of this section is
to linearize (LLL) around the rectangular lattice, and describe the spectrum of this
linearization.

Linearizing (LLL) equation around Φ0 yields

(4.1) i∂tu = Π
[
2|Φ|2u+Φ2u

]
= Π

[
2|Φ0|2u+ e−2iλtΦ2

0u
]
,

so that the function v = exp
(
iλt
)
u satisfies the equation

(4.2) i∂tv + λv = Π
[
2|Φ0|2v +Φ2

0v
]
.

Theorem 4.1. — Writing

v(t) =
∑
n∈Z

cn(t)ψn and f(t, ξ) =
∑
n∈Z

cn(t)e
−2πinξ,

Equation (4.2) becomes

i∂t

(
f(t, ξ)

f(t,−ξ)

)
= Arect(ξ)

(
f(t, ξ)

f(t,−ξ)

)
,

for a 2×2 matrix A(ξ). The matrix Arect(ξ) can be diagonalized for ξ ̸= 0, resulting in

Arect(ξ) = P (ξ)

(
µ(ξ) 0

0 −µ(ξ)

)
P−1(ξ)

(we refer to the proof for exact formulas for A, P and µ, which are somewhat lengthy
and therefore omitted here).

Furthermore,
– for any γ > 0, µ(ξ) ∈ iR∖ {0} if ξ is close to 0;
– if τ = i (square lattice), then µ(ξ) ∈ iR∖ {0} for any ξ ̸= 0.
In particular, all rectangular lattices are exponentially unstable in L2(Sγ) ∩ Fγ .
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Remark 4.2. — It turns out that for a general rectangular lattice, det(A(ξ)) can
take negative values in (0, γ), leading to the eigenvalues of A being real. Numerical
simulations show that this happens for values of γ exceeding γ0 ≈ 2.51. In any case,
we have det(A(ξ)) > 0 for ξ > 0 close enough to 0, leading to exponential growth for
some initial data being non-zero close to ξ = 0.

Proof. The linearized operator in the Hilbert basis (ψn). — Setting

v(t, z) =

+∞∑
n=−∞

cn(t)ψn(z),

the equation (4.2) becomes

i∂tcn + λcn =
(π
2

)1/2
γ exp

( π2

2γ2

) ∑
k,ℓ,m∈Z

k−ℓ+m=n

Ak,ℓ,m(2ck + cℓ),

thanks to the equation (3.9), recalling the notation (3.8)

Ak,ℓ,m =
1

γ
√
π
exp
(
−π

2

γ2
(
(ℓ− k)2 + (ℓ−m)2

))
.

For n ∈ Z,∑
k,ℓ,m∈Z

k−ℓ+m=n

Ak,ℓ,mck =
1

γ
√
π

∑
k∈Z

exp
(
−π

2

γ2
(n− k)2

)
ck

∑
ℓ,m∈Z

m−ℓ=n−k

exp
(
−π

2

γ2
(ℓ− k)2

)

=
1

γ
√
π

∑
k∈Z

exp
(
−π

2

γ2
(n− k)2

)
ck
∑
q∈Z

exp
(
−π

2q2

γ2

)
,

and ∑
k,ℓ,m∈Z

k−ℓ+n=m

Ak,ℓ,mcℓ =
1

γ
√
π

∑
ℓ∈Z

cℓ
∑

k,n∈Z
k+m=n+ℓ

exp
(
−π

2

γ2
(
(n− k)2 + (ℓ− k)2

))

=
1

γ
√
π

∑
ℓ∈Z

cℓ
∑
k∈Z

exp
(
−π

2k2

γ2

)
exp
(
−π

2

γ2
(n− ℓ− k)2

)
.

In other words,

i∂t

(
cn

dn

)
=

(
Lrect − λ Id Mrect

−Mrect −(Lrect − λ Id)

)(
cn

dn

)
,

where (dn) := (cn) and

Lrect : u 7−→ CLL ∗ u, CL =
√
2 exp

( π2

2γ2

)∑
q∈Z

exp
(
−π

2q2

γ2

)
,

Ln = exp
(
−π

2n2

γ2

)
,(4.3)

Mrect : u 7−→ CMM ∗ u, CM =
1√
2
exp
( π2

2γ2

)
,

Mn =

+∞∑
p=−∞

exp
(
−π

2p2

γ2

)
exp
(
−π

2

γ2
(n− p)2

)
= [L ∗ L](n),(4.4)

where ∗ stands for the discrete convolution of sequences.
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The linearized operator in the Fourier variable ξ. — Define the discrete Fourier trans-
form F : ℓ2(Z) → L2([0, 1])(respectively the inverse Fourier transform F−1) for a
sequence u = (un)n∈Z ∈ ℓ2(Z)(respectively a function f ∈ L2([0, 1])) by

(4.5) F(u)(ξ) =

+∞∑
k=−∞

uke
−2iπkξ, F−1(f)(k) =

∫ 1

0

e2iπkξf(ξ)dξ.

As is well-known, F(u ∗ v) = F(u)F(v), so that

FLrectF−1f = CLF(L)f,

FMrectF−1f = CMF(M)f = CMF(L ∗ L)f = CMF(L)2f.

Turning to the Fourier transform of L, is is given by

(4.6)

F(L)(ξ) =

+∞∑
k=−∞

Lke
−2iπkξ =

+∞∑
k=−∞

exp
(
−2iπkξ − π2k2

γ2

)

= 1 + 2

+∞∑
k=1

exp
(
−π

2k2

γ2

)
cos (2πkξ) =: ℓ(ξ).

All functions and constants above can now be expressed through ℓ and CM :

CL = 2CM ℓ(0), λ = CM ℓ
2(0), F(M)(ξ) = ℓ2(ξ).

Overall, we find the expression[
F

(
Lrect − λ Id Mrect

−Mrect −(Lrect − λ Id)

)
F−1(X)

]
(ξ) =: Arect(ξ)X,

where

Arect(ξ) =

(
a(ξ) b(ξ)

−b(ξ) −a(ξ)

)
= CM

(
ℓ(0)(2ℓ(ξ)− ℓ(0)) ℓ2(ξ)

−ℓ2(ξ) −ℓ(0)(2ℓ(ξ)− ℓ(0))

)
.

Diagonalizing the matrix Arect. — The characteristic polynomial of Arect(ξ) is

PArect(ξ)(X) = X2 +D(ξ), where D(ξ) = det(Arect(ξ)) = b2(ξ)− a2(ξ).

Whether the eigenvalues at frequency ξ are real or imaginary (and therefore, stable
or unstable) depends on the sign of D(ξ), which can be factorized as follows

D(ξ) = C2
M

[
ℓ2(ξ) + ℓ(0)(2ℓ(ξ)− ℓ(0))

] [
ℓ2(ξ)− ℓ(0)(2ℓ(ξ)− ℓ(0))

]
= C2

M

[
ℓ(ξ)− ℓ(0)

]2[
ℓ(ξ) + (1 +

√
2)ℓ(0)

]︸ ︷︷ ︸
⩾0

[
ℓ(ξ)− (

√
2− 1)ℓ(0)

]
.

(where the above term is non-negative since |ℓ(ξ)| is maximum at ξ = 0). We will
denote

µ(ξ) =
√

−D(ξ),

with the convention that Im
√
x ⩾ 0 if x ⩽ 0. The eigenvalues of Arect(ξ) are

µ±(ξ) = ±
√
−D(ξ), and the corresponding eigenvectors e±(ξ) = (b(ξ), µ±(ξ)−a(ξ)).
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Denoting P for the change of base matrix P (ξ) = (e+(ξ)|e−(ξ)), we obtain the diag-
onalization formula

Arect(ξ) = P (ξ)

(
µ(ξ) 0

0 −µ(ξ)

)
P−1(ξ).

The sign of the determinant. — As demonstrated above, D(ξ) and

F (ξ) := ℓ(ξ)− (
√
2− 1)ℓ(0)

have the same sign. By continuity of F , it appears that F (ξ), and hence D(ξ), is pos-
itive in a neighborhood of ξ = 0.

To obtain a more precise bound, we resort to the geometric series formula to
bound F from below:

F (ξ) = 2−
√
2 + 2

+∞∑
k=1

exp
(
−π

2k2

γ2

)(
cos (2πkξ)−

√
2 + 1

)
⩾ 2−

√
2− 2

+∞∑
k=1

√
2 exp

(
−π

2k2

γ2

)
⩾ 2−

√
2− 2

√
2

q

1− q
,

where q := exp
(
−π2/γ2

)
. Then, F (ξ) > 0 as soon as

q <
2−

√
2

2
√
2 + 2−

√
2
≈ 0.1716,

which is the case for the square lattice, for which γ2 = π, so that we have
q = exp

(
−π
)
≈ 0.0432 . . .

Linear instability. — We claim that the equation (4.2) is unstable in L2(Sγ) ∩ Fγ .
We note first that

∥v(t, z)∥L2(Sγ) = ∥cn(t)∥ℓ2(Z) = ∥f(t, ξ)∥L2([0,1])

(where the first equality is a consequence of the fact that (ψn) is a Hilbert basis, and
the second equality is Parseval’s theorem).

As a consequence, it suffices to establish instability in the f variable. Set f0(ξ) =
f(0, ξ). By the above diagonalization formula, f satisfies(

f(t, ξ)

f(t,−ξ)

)
= P (ξ)

(
e−itµ(ξ) 0

0 eitµ(ξ)

)
P−1(ξ)

(
f0(ξ)

f0(−ξ)

)
.

As we saw above, Re(−iµ(ξ)) > 0 for ξ close to zero. Therefore, exponential growth
will be observed as soon as the first coordinate of P−1(ξ)

( f0(ξ)

f0(−ξ)

)
is non-zero. This is

easy to arrange, and it is even the generic situation! As an example, we give v(0) = ψ0,
leading to f0(ξ) = 1, and

P−1(ξ)

(
f0(ξ)

f0(−ξ)

)
=

(
b(ξ)+a(ξ)

µ(ξ)(b(ξ)+a(ξ)−µ(ξ))

· · ·

)
,

whose first coordinate is non-zero. □
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5. Linearized analysis around the hexagonal lattice

5.1. Writing the problem in the orthonormal basis. — We consider the lattice
Lτ,γ = γ(Z ⊕ τZ) for N = 1 and τ = j = exp

(
2iπ/3

)
. This is the hexagonal lattice

(or Abrikosov lattice) Lj,γ for which
√
3/2 = τ2 = π/γ2 so that

γ2 =
2π√
3
≈ 3.6276.

We denote again

ψ0(z) :=
( 2

πγ2

)1/4
exp
(
z2/2− |z|2/2

)
,

but for k ∈ Z, the family (ψk) will be given by

(5.1) ψk(z) := Rkτγψ0(z) =
( 2

πγ2

)1/4
exp
(
2ikπ/γz + iπτk2 + z2/2− |z|2/2

)
.

Also recall the definition of the vertical strip of width γ:

Sγ =
{
z ∈ C : −γ/2 < Re z < γ/2

}
.

The new definition of the (ψk) is meant to simplify computations hereafter. With this
new definition, Lemmas 3.4 and 3.7 need to be adapted, which is the purpose of the
following lemma.

From now on, we denote

(5.2) Bk,ℓ,m =
1

γ
√
π
exp
(
−π

2

γ2
(
(ℓ− k)2 + (ℓ−m)2

))
(−1)(ℓ−k)(ℓ−m).

Then, the following result holds true.

Lemma 5.1
(i) The family (ψk)k∈Z is orthonormal and forms a Hilbertian basis of Fγ∩L2(Sγ).
(ii) If k, ℓ,m, n ∈ Z,∫

Sγ

ψkψℓψmψn(z) dL(z) =

{
Bk,ℓ,m if k − ℓ+m− n = 0,
0 if k − ℓ+m− n ̸= 0.

In other words,

(5.3) Π
(
ψkψℓψm

)
= Bk,ℓ,mψn,

with n = k − ℓ+m.

Proof
(i) For all k, ℓ ∈ Z, and z = x+ iy ∈ C,

ψk(z)ψℓ(z) =
( 2

πγ2

)1/2
exp
(
iπ(τk2 − τℓ2)

)
exp
(
−2y2 +

2iπ

γ
(k − ℓ)x− 2π

γ
(k + ℓ)y

)
,
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which gives∫
Sγ

ψk(z)ψℓ dL(z) =
( 2

πγ2

)1/2
eiπ(τk

2−τℓ2)

×
∫
y∈R

∫
−γ/2<x<γ/2

exp
(
−2y2 +

2iπ

γ
(k − ℓ)x− 2π

γ
(k + ℓ)y

)
dx dy

=
( 2

πγ2

)1/2
eiπk

2(τ−τ)δk,ℓγ

∫
y∈R

exp
(
−2y2 − 4π

γ
ky
)
dy = δk,ℓ

since τ − τ = 2iτ2 = 2iπ/γ2 and by the Gaussian integral (C.1). We can prove that
the family is a Hilbertian basis as in Lemma 3.4.

(ii) For k, ℓ,m, n ∈ Z, and z = x+ iy ∈ C,

ψk(z)ψℓ(z)ψm(z)ψn(z) =
2

πγ2
exp
(
iπτ(k2 +m2)− iπτ(ℓ2 + n2)

)
× exp

(
−4y2 +

2iπ

γ
(k − ℓ+m− n)x− 2π

γ
(k + ℓ+m+ n)y

)
.

If k − ℓ+m− n ̸= 0, integrating in x gives 0. Otherwise, k − ℓ+m− n = 0 and we
obtain∫

Sγ

ψk(z)ψℓ(z)ψm(z)ψn(z) dL(z)

=
2

πγ
exp
(
iπτ(k2 +m2)− iπτ(ℓ2 + n2)

)∫
y∈R

exp
(
−4y2 − 2π

γ
(k + ℓ+m+ n)y

)
dy

=
2

πγ
exp
(
iπτ(k2 +m2)− iπτ(ℓ2 + n2)

)√π
2

exp
(π2(k + ℓ+m+ n)2

4γ2

)
=

1√
πγ
eiπQ(k,ℓ,m,n)

by (C.1), where

Q(k, ℓ,m, n) := τ(k2 +m2)− τ(ℓ2 + n2)− i
π(k + ℓ+m+ n)2

4γ2
.

We use that τ − τ = 2iπ/γ2 and k + ℓ+m+ n = 2(k +m) = 2(ℓ+ n) to derive

Q(k, ℓ,m, n) = τ(k2 +m2)− τ(ℓ2 + n2)− 1

8

(
k + ℓ+m+ n

)2
(τ − τ)

= τ
(
k2 +m2 − 1

2
(k +m)2

)
− τ
(
ℓ2 + n2 − 1

2
(ℓ+ n)2

)
=
τ

2
(k −m)2 − τ

2
(ℓ− n)2.

This gives

(5.4) Q(k, ℓ,m, n) =
1

2
(τ − τ)

(
(ℓ− k)2 + (ℓ−m)2

)
+ (τ + τ) (k − ℓ)(ℓ−m),
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where we used the identities

(k −m)2 =
(
(k − ℓ) + (ℓ−m)

)2
= (ℓ− k)2 + (ℓ−m)2 − 2(ℓ− k)(ℓ−m),

(ℓ− n)2 =
(
(ℓ− k) + (ℓ−m)

)2
= (ℓ− k)2 + (ℓ−m)2 + 2(ℓ− k)(ℓ−m).

We now rely on the specific value τ = exp
(
2iπ/3

)
, giving τ + τ = −1, which had not

been used up to that point.
Overall, we proved that∫

Sγ

ψk(z)ψℓ(z)ψm(z)ψn(z) dL(z)

=
1√
πγ

exp
( iπ
2
(τ − τ)

(
(ℓ− k)2 + (ℓ−m)2

))
exp
(
iπ(ℓ− k)(ℓ−m)

)
=

1√
πγ

exp
(
−π

2

γ2
(
(ℓ− k)2 + (ℓ−m)2

))
(−1)(ℓ−k)(ℓ−m),

which was the claim. □

Remark 5.2. — The equation (5.4) does not rely on any specific value of τ . The
fact that the projection (5.3) is real-valued for any values of the integers k, ℓ,m, n is
specific to the two cases of rectangular and hexagonal lattices, at least for |τ | = 1. Our
conjecture is that other lattices would still give a convolution structure (see hereafter),
but with much more complexity in the computations, leading to a complex, non real,
matrix Aτ (ξ), and in the end, to instability.

With the help of the above lemma, we can write (LLL) in the orthonormal basis:
if u is expanded as

∑
cnψn, then the coefficients (cn) satisfy the equation

(5.5) i∂tcn =
∑

k,ℓ,m∈Z
k−ℓ+m=n

Bk,ℓ,mckcℓcm, n ∈ Z.

5.2. Linearizing around the Abrikosov lattice. — By Proposition 2.8, the following
function is a stationary solution of (LLL):

Ψ(t, z) = e−iλtΨ0(z)

(5.6) Ψ0(z) := κΦ0(z) = κ exp
(
z2/2− |z|2/2− iπz/γ

)
Θτ

(
(z − z0) /γ

)
,

with z0 = γ(τ − 1)/2, and where the constants are κ = exp
(
iπ/4τ

) (
2/(πγ2)

)1/4 and
λ = λ0|κ|2. By (3.5), Φ0 can be expanded in the orthonormal basis as

Ψ0(z) =

+∞∑
n=−∞

ψn(z)

(and the reason for the choice of κ is now apparent: in the basis (ψk), all the coefficients
are 1). Abusing the terminology slightly, we call this solution the Abrikosov lattice,
or hexagonal lattice.

Linearizing (LLL) around the Abrikosov lattice Ψ gives

(5.7) i∂tu = Π
[
2|Ψ|2u+Ψ2u

]
= Π

[
2|Ψ0|2u+ e−2iλtΨ2

0u
]
.
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Then the function v = eiλtu satisfies the equation

(LLLhexa) i∂tv + λv = Π
[
2|Ψ0|2v +Ψ2

0v
]
.

Lemma 5.3. — Writing

v(t) =
∑
n∈Z

cn(t)ψn and f(t, ξ) =
∑
n∈Z

cn(t)e
−2πinξ,

the equation (LLLhexa) becomes

i∂t

(
f(t, ξ)

f(t,−ξ)

)
=

(
a(ξ) b(ξ)

−b(ξ) −a(ξ)

)(
f(t, ξ)

f(t,−ξ)

)
= Ahexa(ξ)

(
f(t, ξ)

f(t,−ξ)

)
,

with 
a(ξ) :=

2

γ
√
π

(
ℓ(ξ)ℓ(0)− 2h(ξ)h(0)

)
− 1

γ
√
π

(
ℓ2(0)− 2h2(0)

)
,

b(ξ) :=
1

γ
√
π

(
ℓ2(ξ)− 2h2(ξ)

)
,

and where the functions a and b are defined by
ℓ(ξ) := 1 + 2

∑+∞
k=1 exp

(
−π

2k2

γ2

)
cos
(
2πkξ

)
,

h(ξ) := 2
∑+∞

k=0 exp
(
−π

2(2k + 1)2

γ2

)
cos
(
2(2k + 1)πξ

)
.

Proof. — Expanding v in the orthonormal basis v(t, z) =
∑+∞

n=−∞ cn(t)ψn(z), the
coordinates satisfy the equation

(5.8) i∂tcn + λcn =
∑

k,ℓ,m∈Z
k−ℓ+m=n

Bk,ℓ,m(2ck + cℓ),

thanks to (5.5).
We will now try and compute the sums∑

k,ℓ,m∈Z
k−ℓ+m=n

Bk,ℓ,mck and
∑

k,ℓ,m∈Z
k−ℓ+m=n

Bk,ℓ,mcℓ.

by considering separately the cases H = (ℓ−k)(ℓ−m) even and H odd. Note that H
is odd if and only if (ℓ is even and k,m are odd) or (ℓ is odd and k,m are even).
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We have∑
k,ℓ,m∈Z

k−ℓ+m=n

Bk,ℓ,mck =
1

γ
√
π

∑
k,ℓ,m∈Z

k−ℓ+m=n, H even

exp
(
−π

2

γ2
(
(ℓ− k)2 + (ℓ−m)2

))
ck

− 1

γ
√
π

∑
k,ℓ,m∈Z

k−ℓ+m=n, H odd

exp
(
−π

2

γ2
(
(ℓ− k)2 + (ℓ−m)2

))
ck

=
1

γ
√
π

∑
k,ℓ,m∈Z

k−ℓ+m=n

exp
(
−π

2

γ2
(
(ℓ− k)2 + (ℓ−m)2

))
ck

− 2

γ
√
π

∑
k,ℓ,m∈Z

k−ℓ+m=n, H odd

exp
(
−π

2

γ2
(
(ℓ− k)2 + (ℓ−m)2

))
ck.

The first sum is the same as in Section 4 above, and can be computed accordingly.
We then focus on the second sum. In the case H odd, k and m have same parity,
so that ℓ and n = k − ℓ+m also have the same parity.

First case: k even. — Since k (and hence ℓ) is even, the condition H odd means that k
and m are both odd. We compute

S1(n) :=
∑

k,ℓ,m∈Z
k−ℓ+m=n, H odd

exp
(
−π

2

γ2
(
(ℓ− k)2 + (ℓ−m)2

))
ck

=
∑

k∈2Z+1

exp
(
−π

2

γ2
(n− k)2

)
ck

∑
ℓ∈2Z

m∈2Z+1
m−ℓ=n−k

exp
(
−π

2

γ2
(ℓ− k)2

)

=
∑

k∈2Z+1

exp
(
−π

2

γ2
(n− k)2

)
ck

∑
q∈2Z+1

exp
(
−π

2

γ2
q2
)
=
(
T oddLodd ∗ c

)
(n),

where T odd =
∑

q∈2Z+1 exp
(
−π2q2/γ2

)
and

(5.9) Lodd
m = δm∈2Z+1 exp

(
−π

2q2

γ2

)
=

 exp
(
−π

2q2

γ2

)
if m ∈ 2Z+ 1,

0 if m ∈ 2Z.

Similarly, we have

∑
k,ℓ,m∈Z

k−ℓ+m=n

Bk,ℓ,mcℓ =
1

γ
√
π

∑
k,ℓ,m∈Z

k−ℓ+m=n

exp
(
−π

2

γ2
(
(ℓ− k)2 + (ℓ−m)2

))
cℓ

− 2

γ
√
π

∑
k,ℓ,m∈Z

k−ℓ+m=n, H odd

exp
(
−π

2

γ2
(
(ℓ− k)2 + (ℓ−m)2

))
cℓ,

J.É.P. — M., 2025, tome 12



On the stability of the Abrikosov lattice in the lowest Landau level 619

the first sum being the same as in Section 4 above. We compute

S2(n) :=
∑

k,ℓ,m∈Z
k−ℓ+m=n, H odd

exp
(
−π

2

γ2
(
(ℓ− k)2 + (ℓ−m)2

))
cℓ

=
∑
ℓ∈2Z

cℓ
∑

k,m∈2Z+1
m−ℓ=n−k

exp
(
−π

2

γ2
(ℓ− k)2

)
exp
(
−π

2

γ2
(n− k)2

)

=
∑
ℓ∈2Z

cℓ
∑

k∈2Z+1

exp
(
−π

2

γ2
(ℓ− k)2

)
exp
(
−π

2

γ2
(n− k)2

)
,

Then, with a change of variables, we get

S2(n) =
∑
ℓ∈2Z

cℓ
∑

m∈2Z+1

exp
(
−π

2

γ2
m2
)
exp
(
−π

2

γ2
(n−m− ℓ)2

)
=
∑
ℓ∈Z

cℓδℓ∈2Z
∑

m∈2Z+1

exp
(
−π

2

γ2
m2
)
exp
(
−π

2

γ2
(n−m− ℓ)2

)
=
∑
ℓ∈Z

cℓ
∑

m∈2Z+1

δ(k−ℓ)∈2Z exp
(
−π

2

γ2
m2
)
exp
(
−π

2

γ2
(n−m− ℓ)2

)
=
(
Modd ∗ c

)
(n),

with

Modd(n) :=
∑

k∈2Z+1

exp
(
−π

2

γ2
k2
)
δn∈2Z exp

(
−π

2

γ2
(n− k)2

)
=
∑
k∈Z

δk∈2Z+1 exp
(
−π

2

γ2
k2
)
δ(n−k)∈2Z+1 exp

(
−π

2

γ2
(n− k)2

)
=
(
Lodd ∗ Lodd)(n).(5.10)

Second case: k odd. — Since k (and hence ℓ) is odd, the condition H odd means that k
and m are both even. We compute just as S1:

S3(n) :=
∑

k,ℓ,m∈Z
k−ℓ+m=n, H odd

exp
(
−π

2

γ2
(
(ℓ− k)2 + (ℓ−m)2

))
ck

=
∑
k∈2Z

exp
(
−π

2

γ2
(n− k)2

)
ck

∑
ℓ∈2Z+1
m∈2Z

m−ℓ=n−k

exp
(
−π

2

γ2
(ℓ− k)2

)

= T odd
∑
k∈Z

δ(n−k)∈2Z+1 exp
(
−π

2

γ2
(n− k)2

)
ck

=
(
T oddLodd ∗ c

)
(n),
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which is the same expression as in the case k even. Now, we compute the last sum:

S4(n) :=
∑

k,ℓ,m∈Z
k−ℓ+m=n, H odd

exp
(
−π

2

γ2
(
(ℓ− k)2 + (ℓ−m)2

))
cℓ

=
∑

ℓ∈2Z+1

cℓ
∑

k,m∈2Z
m−ℓ=n−k

exp
(
−π

2

γ2
(ℓ− k)2

)
exp
(
−π

2

γ2
(n− k)2

)

=
∑

ℓ∈2Z+1

cℓ
∑

m∈2Z+1

exp
(
−π

2

γ2
m2
)
exp
(
−π

2

γ2
(k −m− ℓ)2

)
.

Therefore we get

S4(n) =
∑
ℓ∈Z

cℓδℓ∈2Z+1

∑
m∈2Z+1

exp
(
−π

2

γ2
m2
)
exp
(
−π

2

γ2
(k −m− ℓ)2

)
=
∑
ℓ∈Z

cℓ
∑

m∈2Z+1

δ(k−ℓ)∈2Z exp
(
−π

2

γ2
m2
)
exp
(
−π

2

γ2
(k −m− ℓ)2

)
=
(
Modd ∗ c

)
(n),

with Modd defined in (5.10), and this is the same expression as S2 above.
Overall, we get

i∂t

(
cn

dn

)
=

(
Lhexa − λ Id Mhexa

−Mhexa −(Lhexa − λ Id)

)(
cn

dn

)
,

where (dn) := (cn), and

Lhexa : u 7−→
(
C ′

LL− Codd
L Lodd) ∗ u, C ′

L =
2

γ
√
π
T, Codd

L =
4

γ
√
π
T odd,

Mhexa : u 7−→
(
C ′

MM − Codd
M Modd) ∗ u, C ′

M =
1

γ
√
π
, Codd

M =
2

γ
√
π
;

here L, M are defined in (4.3) and (4.4) and we introduced the final notation

T =
∑
q∈Z

exp
(
−π

2q2

γ2

)
.

Recall that the Fourier transform was defined in (4.5); applied to the convolution
kernel Lodd, it gives

F(Lodd)(ξ) =
∑

k∈2Z+1

exp
(
−2ikπξ − π2k2

γ2

)

= 2

+∞∑
k=0

exp
(
−π

2(2k + 1)2

γ2

)
cos
(
2(2k + 1)πξ

)
=: h(ξ),(5.11)
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and we recall (4.6)

F(L)(ξ) =

+∞∑
k=−∞

exp
(
−2ikπξ − π2k2

γ2

)

= 1 + 2

+∞∑
k=1

exp
(
−π

2k2

γ2

)
cos
(
2πkξ

)
= ℓ(ξ).(5.12)

Then,

(5.13) f

[
F

(
Lhexa − λ Id Mhexa

−Mhexa −(Lhexa − λ Id)

)
F−1(X)

]
(ξ)

=

(
a(ξ) b(ξ)

−b(ξ) −a(ξ)

)
X =: Ahexa(ξ)X,

with

(5.14) a(ξ) = F
(
CLL− Codd

L Lodd)− λ =
2

γ
√
π

(
ℓ(ξ)ℓ(0)− 2h(ξ)h(0)

)
− λ

and

(5.15) b(ξ) = F
(
CMM − Codd

M Modd) = 1

γ
√
π

(
ℓ2(ξ)− 2h2(ξ)

)
(here, we used that Modd = Lodd ∗ Lodd, see (5.10)).

The value of λ follows from (2.7), taking into account the normalization factor
|κ| =

(
2/(πγ2)

)1/4
exp
(
−π

√
3/8
)
:

(5.16) λ = λ0|κ|2 =
1

γ
√
π

(
I2 + 2IJ − J2

)
=

1

γ
√
π

(
ℓ2(0)− 2h2(0)

)
.

Gathering the above elements yields the statement of the lemma. □

5.3. Analysis of the matrix Ahexa(ξ). — It follows from the previous lemma that
the stability of the linearized equation is equivalent to the stability of the matrix
iAhexa(ξ) for any ξ. To understand the spectrum of Ahexa(ξ), it suffices to find the
sign of its determinant; this is the object of the following proposition.

Proposition 5.4. — For any ξ ∈ (0, 1), detAhexa(ξ) < 0.

Proof. — Since detAhexa(ξ) = b(ξ)2 − a(ξ)2, it suffices to prove that a(ξ), b(ξ) > 0

and that a(ξ) > b(ξ). This will be achieved in the two following lemmas. □

Lemma 5.5. — For any ξ ∈ [0, 1], a(ξ) > 0 and b(ξ) > 0.

Proof. Sign of a(ξ). — By definition of a(ξ), it is > 0 if and only if

ℓ(0) [2ℓ(ξ)− ℓ(0)] > 2h(0) [2h(ξ)− h(0)] .
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This inequality holds if ℓ(0) ⩾ 2h(0) > 0, 2ℓ(ξ) − ℓ(0) > 0 and 2ℓ(ξ) − ℓ(0) >

2h(ξ)− h(0). It is clear from the definition of h that h(0) > 0. We define then

g(ξ) := 1 + 2

+∞∑
k=1

exp
(
−π

2(2k)2

γ2

)
cos
(
4πkξ

)
,

so that ℓ(ξ) = g(ξ) + h(ξ). Then,

ℓ(0)− 2h(0) = g(0)− h(0)

= 1− 2 exp
(
−π

2

γ2

)
+ 2

+∞∑
k=1

(
exp
(
−π

2(2k)2

γ2

)
− exp

(
−π

2(2 + 1k)2

γ2

))
.

Since
q := exp

(
−π

2

γ2

)
≈ 0.0658,

it is clear that the sum in the above right-hand side is positive, and hence that
ℓ(0) > 2h(0).

Next, we compute

2ℓ(ξ)− ℓ(0) = 1 + 2

+∞∑
k=1

exp
(
−π

2k2

γ2

) (
2 cos

(
2πkξ

)
− 1
)︸ ︷︷ ︸

⩾−3

⩾ 1− 6

+∞∑
k=1

exp
(
−π

2k2

γ2

)

⩾ 1− 6

+∞∑
k=1

(
exp
(
−π

2

γ2

))k

= 1− 6
q

1− q
=

1− 7q

1− q
> 0.

There remains to prove that

2h(ξ)− h(0) < 2ℓ(ξ)− ℓ(0),

which is equivalent to 2g(ξ)− g(0) > 0. By a similar argument,

2g(ξ)− g(0) = 1 + 2

+∞∑
k=1

exp
(
−4π2k2

γ2

)(
2 cos

(
4πkξ

)
− 1
)
=

1− 7q4

1− q4
> 0,

which completes the proof that a(ξ) > 0.

Sign of b(ξ). — By definition of b(ξ),

b(ξ) =
1

γ
√
π

[
ℓ2(ξ)− 2h2(ξ)

]
=

1

γ
√
π

[
(ℓ(ξ)− 2h(ξ)) (ℓ(ξ) + 2h(ξ)) + 2h2(ξ)

]
.(5.17)

Still denoting q = exp
(
−π2/γ2

)
,

ℓ(ξ) + 2h(ξ) = 1 + 4q cos (2πξ) + 2

+∞∑
k=1

[
qk

2

cos
(
2πkξ

)
+ 2q(2k+1)2 cos

(
2πξ(2k + 1)

)]
⩾ 1− 4q − 6

q

1− q
=

1− 11q + 4q2

1− q
> 0.
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To justify the last inequality, we observe that the polynomial 1− 11q+4q2 is positive
as soon as q < q− := (11−

√
105)/8 or equivalently γ2 < π2/ ln(1/q−) ≈ 4.2, which

can be checked numerically.
Next, we write

ℓ(ξ)− 2h(ξ) = 1− 4q cos (2πξ) + 2

+∞∑
k=1

[
qk

2

cos
(
2πkξ

)
− 2q(2k+1)2 cos

(
2πξ(2k + 1)

)]
⩾ 1− 4q − 6

q

1− q
=

1− 11q + 4q2

1− q
> 0

by the same token. Gathering the above inequalities, we obtain that b(ξ) > 0. □

Lemma 5.6. — For any ξ ∈ (0, 1), a(ξ) > b(ξ).

Proof. — The inequality a(ξ) > b(ξ) holds if and only if

(ℓ(0)− ℓ(ξ))
2 ⩽ 2 (h(0)− h(ξ))

2
.

Since ℓ(0) ⩾ ℓ(ξ) and h(0) ⩾ h(ξ), it suffices to prove that

f(ξ) =
√
2 (h(0)− h(ξ))− (ℓ(0)− ℓ(ξ)) ⩾ 0.

It follows from the formulas giving h and ℓ that

f(ξ) =

+∞∑
k=1

αk

(
1− cos(2kπξ)

)
, with

α2n+1 = 2(
√
2− 1)q(2n+1)2 ,

α2n = −2q(2n)
2

.

Now we write

f(ξ) =

+∞∑
k=1

αk

(
1− cos(2kπξ)

)
= 2

+∞∑
k=1

αk sin
2 (kπξ) = 2 sin2(πξ)F (ξ),

where

F (ξ) :=

+∞∑
k=1

αk
sin2 (kπξ)

sin2(πξ)
,

and we then need to prove that F (ξ) ⩾ 0. We claim that

∀x ∈ R,
∣∣∣ sin(kx)
sin(x)

∣∣∣ ⩽ k.

Indeed,∣∣∣ sin(kx)
sin(x)

∣∣∣ = ∣∣∣eikx − e−ikx

eix − e−ix

∣∣∣ = |ei(k−1)x + ei(k−3)x + · · ·+ e−i(k−1)x| ⩽ k.

Therefore,

F (ξ) ⩾ α1 −
+∞∑
k=2

|αk|k2 ⩾ 2(
√
2− 1)q −

+∞∑
k=2

2qk
2

k2.

We compute
+∞∑
k=2

qk
2

k2 ⩽
+∞∑
j=4

jqj = q3
+∞∑
j=1

(j + 3)qj = q3
( q

(1− q)2
+

3q

1− q

)
⩽

4q4

(1− q)2
.
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Furthermore, we know that 0 < q = exp
(
−π2/γ2

)
< 10−1 so that

F (ξ) ⩾ 2q
(√

2− 1− 4q3

(1− q)2

)
> 0,

which completes the proof. □

Proposition 5.7. — We have

(5.18) e−itAhexa(ξ) =

cos(tµ(ξ))− i a(ξ)µ(ξ) sin(tµ(ξ)) −i b(ξ)µ(ξ) sin(tµ(ξ))

i b(ξ)µ(ξ) sin(tµ(ξ)) cos(tµ(ξ)) + i a(ξ)µ(ξ) sin(tµ(ξ))

 ,

where
µ(ξ) =

(
a2(ξ)− b2(ξ)

)1/2
.

As a result,

(5.19) e−itAhexa(ξ)

(
f0
g0

)
=

(
(k+1 f0 + k+2 g0)e

itµ(ξ) + (k−1 f0 + k−2 g0)e
−itµ(ξ)

(k−2 f0 + k−1 g0)e
itµ(ξ) + (k+2 f0 + k+1 g0)e

−itµ(ξ)

)
,

with

(5.20) k±1 (ξ) =
1

2µ(ξ)

(
µ(ξ)∓ a(ξ)

)
, k±2 (ξ) = ∓ b(ξ)

2µ(ξ)
.

Proof. — In this proof we write A = Ahexa. From Proposition 5.4 we deduce that for
all 0 < ξ < 1, the matrix A(ξ) has two real eigenvalues with opposite signs, µ and −µ,
and thus is diagonalizable. For ξ = 0 or ξ = 1, µ vanishes, so that 0 has algebraic
multiplicity 2. The corresponding matrix is not diagonalizable, and for this reason,
we will trigonalize A(ξ) for all ξ ∈ [0, 1].

The eigenspace corresponding to the eigenvalue ±µ(ξ) is

Span
(
δ±(ξ)

1

)
with δ±(ξ) = − 1

b(ξ)
(a(ξ)± µ(ξ)).

Note that we have δ1(0) = δ2(0) = −1. The same relation holds for ξ = 1. We consider
the matrix

P (ξ) =

(
δ−(ξ) 0

1 1

)
∈ GL2(R),

whose inverse is

P−1(ξ) =
1

δ−(ξ)

(
1 0

−1 δ−(ξ)

)
.

Then we have the following relation:

(5.21) A(ξ) = P (ξ)B(ξ)P−1(ξ), where B(ξ) =

(
−µ(ξ) −(µ(ξ) + a(ξ))

0 µ(ξ)

)
.

Exponentiating gives

∀ξ ∈ [0, 1], e−itA(ξ) = P (ξ)e−itB(ξ)P−1(ξ).
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Since

e−itB(ξ) = cos(tµ(ξ))I2 −
i

µ(ξ)
sin(tµ(ξ))B(ξ),

we find that

e−itA(ξ) =

cos(tµ(ξ))− i a(ξ)µ(ξ) sin(tµ(ξ)) −i b(ξ)µ(ξ) sin(tµ(ξ))

i b(ξ)µ(ξ) sin(tµ(ξ)) cos(tµ(ξ)) + i a(ξ)µ(ξ) sin(tµ(ξ))

 ,

as claimed. □

In the sequel, we will use the expression (5.19) both for f and g functions of the
space variable w and frequency variable ξ. The four functions k±j , j = 1, 2 are not
defined for ξ = 0, since µ vanishes at 0 but the two functions a and b do not. The
following proposition gives a finer understanding of the vanishing of µ.

Proposition 5.8. — The following holds true:
(i) The functions a, b, µ and k±j are even.
(ii) There exists c0 ∈ R such that

a(ξ) = λ+ c0ξ
2 + O(ξ4), b(ξ) = λ+ c0ξ

2 + O(ξ4).

(iii) Setting

C =
√
λ
(
a(4)(0)− b(4)(0)

)
/12,

there holds

(5.22) µ(ξ) ∼
ξ→0

Cξ2,

and

(5.23) k+j (ξ) ∼
ξ→0

− λ

2Cξ2
, k−j (ξ) ∼

ξ→0

λ

2Cξ2
.

Proof. — Recall the expressions (5.16), (5.14) and (5.15) giving λ, a and b respec-
tively. In particular, a(0) = b(0) = λ, and µ(0) = 0. Recall also the expressions (5.11)
and (5.12) of h and ℓ. To compute the derivatives of a and b at 0, we need the deriva-
tives of ℓ and h. Since these are even functions, the odd derivatives vanish at 0 and
furthermore

ℓ(ξ) = 1 + 2

+∞∑
k=1

exp
(
−π

2k2

γ2

)
cos
(
2πkξ

)
ℓ′′(ξ) = −2

+∞∑
k=1

(2πk)2 exp
(
−π

2k2

γ2

)
cos
(
2πkξ

)
ℓ(4)(ξ) = 2

+∞∑
k=1

(2πk)4 exp
(
−π

2k2

γ2

)
cos
(
2πkξ

)
.
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Figure 1. Plot of the function µ and its derivatives, with multiplica-
tive constants.

This implies that 0 < h(0) < ℓ(0), ℓ′′(0) < h′′(0) < 0 and 0 < h(4)(0) < ℓ(4)(0).
We now compute the derivatives of a and b at 0; once again, since these are even
functions, the odd derivatives vanish and

a′′(ξ) =
2

γ
√
π

(
ℓ′′(ξ)ℓ(0)− 2h′′(ξ)h(0)

)
,

a(4)(ξ) =
2

γ
√
π

(
ℓ(4)(ξ)ℓ(0)− 2h(4)(ξ)h(0)

)
,

b′′(ξ) =
2

γ
√
π

(
ℓ′′(ξ)ℓ(ξ) + ℓ′(ξ)2 − 2h′′(ξ)h(ξ)− 2h′(ξ)2

)
,

b(4)(ξ) =
2

γ
√
π

(
ℓ(4)(ξ)ℓ(ξ) + 3ℓ(3)(ξ)ℓ′(ξ) + 3ℓ′′(ξ)2

− 2h(4)(ξ)h(ξ)− 6h(3)(ξ)h′(ξ)− 6h′′(ξ)2
)
,

giving

a′′(0) = b′′(0) =
2

γ
√
π

(
ℓ′′(0)ℓ(0)− 2h′′(0)h(0)

)
,

b(4)(0)− a(4)(0) =
6

γ
√
π

(
ℓ′′(0)2 − 2h′′(0)2

)
< 0.

Inserting the expansions of a and b up to the fourth order in ξ in the expression of
µ(ξ) gives the result. □

We recall that γ ≈ 1.90, and we plot the function µ and its first three derivatives
in Figure 1.
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The equation
i∂tU(ξ) = Ahexa(ξ)U(ξ)

solves in
U(t, ξ) = e−itAhexa(ξ)U0(ξ).

Denote by v(t, z) =
∑

n∈Z cn(t)ψn(z), ṽ(t, z) =
∑

n∈Z cn(t)ψn(z) and V =
( v
ṽ

)
, then

(5.24) V (t, z) =

+∞∑
k=−∞

(∫ 1

0

e2ikπξe−itAhexa(ξ)V0(ξ)dξ

)
ψk(z)

=

+∞∑
k=−∞

(∫ 1

0

e2ikπξe−itAhexa(ξ)

[ +∞∑
n=−∞

e−2inπξ

∫
Sγ

V0(w)ψn(w) dL(w)

]
dξ

)
ψk(z)

=

∫
Sγ

Kt(w, z)V0(w) dL(w),

where

(5.25) Kt(w, z) =
∑

k,n∈Z

∫ 1

0

e2iπ(k−n)ξψk(z)ψn(w)e
−itAhexa(ξ)dξ.

5.4. Stability and decay for the linearized equation. — As in Lemma 5.3, we write

v(t, z) =
∑
n∈Z

cn(t)ψn(z) and f(t, ξ) =
∑
n∈Z

cn(t)e
−2πinξ,

and we set furthermore

g(t, ξ) = f(t,−ξ) =
∑
n∈Z

cn(t)e
2πinξ.

We state a first stability result.

Theorem 5.9. — We write

v(t, z) =
∑
n∈Z

cn(t)ψn(z),

and suppose that
∑

n∈Z |cn(0)|2 < +∞, meaning v0 ∈ L2(Sγ). We assume that for all
n ∈ Z, we have cn(0) ∈ iR. Then

∥v(t)∥L2(Sγ) ⩽ C∥v0∥L2(Sγ).

Proof. — We write

∥U(t, ξ)∥2L2
ξ
=
∑
k∈Z

|ck(t)|2 = ∥v(t, z)∥2L2
z

and recall:
U(t, ξ) = e−itAhexa(ξ)U0(ξ).

We denote

U0(ξ) =

(
f0(ξ)

g0(ξ)

)
, f0(ξ) =

∑
k∈Z

ck(0)e
−2iπkξ, g0(ξ) =

∑
k∈Z

ck(0)e
−2iπkξ.
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We suppose that for all n ∈ Z, cn(0) ∈ iR, that is to say f0(ξ) = −g0(ξ). Then, from
equality (5.19), we have

U(t, ξ) = e−itAhexa(ξ)U0(ξ) = e−itAhexa(ξ)

(
f0(ξ)

−f0(ξ)

)

=

(
(k+1 − k+2 )e

itµ(ξ) + (k−1 − k−2 )e
−itµ(ξ)

(k−2 − k−1 )e
itµ(ξ) + (k+2 − k+1 )e

−itµ(ξ)

)
f0(ξ).

We have

k+1 (ξ)− k+2 (ξ) =
1

2
+
b(ξ)− a(ξ)

2µ(ξ)

=
1

2
− µ(ξ)

2(b(ξ) + a(ξ))
∈ C∞

ξ (R).

Similarly, k−1 − k−2 ∈ C∞
ξ (R). We deduce that:

∥v(t, z)∥L2
z
= ∥U(t, ξ)∥L2

ξ
⩽ C∥f0(ξ)∥L2

ξ
= C∥v0(z)∥L2

z
,

where C > 0 is some absolute constant. □

The statement of Theorem 5.9 is elementary, but it has the drawback that the
condition ∀n ∈ Z, cn(0) ∈ iR, is not preserved by the flow of (LLLhexa). A more
natural stability condition is given in the result below.

Theorem 5.10. — For all t ⩾ 0, the solution f(t) of (LLLhexa) satisfies∥∥∥f + g

µ

∥∥∥
L2([0,1])

+ ∥f∥L2([0,1]) ≲
∥∥∥f0 + g0

µ

∥∥∥
L2([0,1])

+ ∥f0∥L2([0,1]),

and more generally, for all j ∈ R

(5.26)
∥∥∥f + g

µj+1

∥∥∥
L2([0,1])

+
∥∥∥f − g

µj

∥∥∥
L2([0,1])

≲
∥∥∥f0 + g0
µj+1

∥∥∥
L2([0,1])

+
∥∥∥f0 − g0

µj

∥∥∥
L2([0,1])

.

Actually, the condition
∥∥(f0 + g0)/µ

∥∥
L2([0,1])

<∞ is equivalent to

Re
(∑
n∈Z

cn(0)
)
= Re

(∑
n∈Z

ncn(0)
)
= 0,

which is propagated by the flow of (LLLhexa), using Lemma D.1. More generally,
by Lemma D.1, one can check the norms appearing in (5.26) are also propagated by
the flow.

Proof. — We deduce from Proposition 5.7 that

f ± g =
(
(k+1 ± k−2 )f0 + (k+2 ± k−1 )g0

)
eitµ(ξ) +

(
(k−1 ± k+2 )f0 + (k−2 ± k+1 )g0

)
e−itµ(ξ).

Setting F = (a− b)/µ and G = (a+ b)/µ, we have

k+1 + k−2 =
1

2
(1− F ), k−1 + k+2 =

1

2
(1 + F ),

k+1 − k−2 =
1

2
(1−G), k−1 − k+2 =

1

2
(1 +G),

J.É.P. — M., 2025, tome 12



On the stability of the Abrikosov lattice in the lowest Landau level 629

so that
f + g = (f0 + g0) cos(tµ)− i(f0 − g0)F sin(tµ),

f − g = (f0 − g0) cos(tµ)− i(f0 + g0)G sin(tµ).

Close to ξ = 0, Proposition 5.8 gives that F (ξ) = O(ξ2) and G(ξ) = O(ξ−2) with a
symmetrical behavior at ξ = 1. As a consequence, for all j ∈ R,∥∥∥f − g

µj

∥∥∥
L2([0,1])

≲
∥∥∥f0 − g0

µj

∥∥∥
L2([0,1])

+
∥∥∥f0 + g0
µj+1

∥∥∥
L2([0,1])∥∥∥f + g

µj+1

∥∥∥
L2([0,1])

≲
∥∥∥f0 + g0
µj+1

∥∥∥
L2([0,1])

+
∥∥∥f0 − g0

µj

∥∥∥
L2([0,1])

,

hence the result. □

Theorem 5.11. — Consider a function v0 ∈ Fγ ∩ Ẽ. We write

v(t, z) =
∑
n∈Z

cn(t)ψn(z).

Then,
(i) If ∀n ∈ Z, cn ∈ iR,

∥v(t)∥L∞(Sγ) ≲ t−1/3∥v0∥L1(Sγ).

(ii) We have

∥v(t)∥L∞(Sγ) ≲ t−1/3
[
∥f0∥H1([0,1]) +

∥∥∥f0 + g0
µ

∥∥∥
H1([0,1])

]
.

Proof
(i) Going back to (5.24) and (5.25), we study exp

(
−itAhexa(ξ)

)
V0(w). Using the

equation (5.19), we have

Kt(w, z)V0(w) =
∑

k,n∈Z
ψn(z)ψk(w)

(
Ik,n1 (t, w)

Ik,n2 (t, w)

)
,

where, for t ⩾ 0 and w ∈ C,

Ik,n1 (t, w) =

∫ 1

0

e2iπ(k−n)ξ
[(
k+(ξ)v0(w) + ℓ+(ξ)ṽ0(w)

)
eitµ(ξ)

+
(
k−(ξ)v0(w) + ℓ−(ξ)ṽ0(w)

)
e−itµ(ξ)

]
dξ,

Ik,n2 (t, w) =

∫ 1

0

e2iπ(k−n)ξ
[(
ℓ−(ξ)v0(w) + k−(ξ)ṽ0(w)

)
eitµ(ξ)

+
(
ℓ+(ξ)v0(w) + k+(ξ)ṽ0(w)

)
e−itµ(ξ)

]
dξ.

In the sequel, we will only study the integral Ik,n1 . We have:

Ik,n1 (t, w) =
1

2

∫ 1

0

e2iπ(k−n)ξ
(
eitµ(ξ) + e−itµ(ξ)

)
v0(w)dξ

− i

∫ 1

0

e2iπ(k−n)ξ
(
b(ξ)ṽ0(w) + a(ξ)v0(w)

) sin(tµ(ξ))
µ(ξ)

dξ.
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We define Γ+(ξ) = µ(ξ)+2π(k−n)ξ/t and Γ−(ξ) = −µ(ξ)+2π(k−n)ξ/t. We have
Γ′′
+(ξ) = µ′′(ξ), Γ′′

−(ξ) = −µ′′(ξ), and µ′′ only has two zeros in [0, 1], that we denote
ξ1 ∈ (0, 1/2) and ξ2 ∈ (1/2, 1). Close to ξ1 and ξ2, the function µ(3) is not close to
zero, as can be seen by a graphical study (see Figure 1). Then by the van der Corput
lemma (see for example [47]), we have∣∣∣∣∫

[ξ1−δ,ξ1+δ]

exp
(
itΓ±(ξ)

)
dξ

∣∣∣∣ ⩽ C1t
−1/3

∣∣∣∣∫
[ξ2−δ,ξ2+δ]

exp
(
itΓ±(ξ)

)
dξ

∣∣∣∣ ⩽ C1t
−1/3,and

with C1 > 0 a constant independent of k and n. Outside the two intervals
[ξ1 − δ, ξ1 + δ] and [ξ2 − δ, ξ2 + δ], the function µ′′ does not vanish, so that∣∣∣∣∣

∫
[0,ξ1−δ]

exp
(
itΓ±(ξ)

)
dξ

∣∣∣∣∣ ⩽ C2t
−1/2,

with C2 > 0 a constant independent of k and n. We have the same bound on
[ξ1 + δ, ξ2 − δ] and [ξ2 + δ, γ]. Finally, adding up those five inequalities:

(5.27)
∣∣∣∣∫ 1

0

exp
(
itΓ±(ξ)

)
dξ

∣∣∣∣ ⩽ C3t
−1/3.

We now make the assumption, in the spirit of Theorem 5.9, that ṽ0(w) = −v0(w),
meaning that for all n ∈ Z, cn(0) ∈ iR. With this, we obtain

−i
∫ 1

0

e2iπ(k−n)ξ
(
b(ξ)ṽ0(w) + a(ξ)v0(w)

) sin(tµ(ξ))
µ(ξ)

dξ = −v0(w)
(
Jk,n
+ (t)− Jk,n

− (t)
)
,

where

Jk,n
± (t) :=

∫ 1

0

F (ξ) exp
(
itΓ±(ξ)

)
dξ, F (ξ) :=

a(ξ)− b(ξ)

2µ(ξ)
.

From the computations of Proposition 5.8, we have

F (ξ) ∼
ξ→0

C

4λ
ξ2,

the constant C > 0 being defined in Proposition 5.8. Then F ∈ C1(ξ) with F (0) =

F ′(0) = 0. We denote

G±(ξ) :=

∫ ξ

0

exp
(
itΓ±(η)

)
dη,

so that

Jk,n
± (t) =

∫ 1

0

F (ξ)
d

dξ
G±(ξ)dξ.

We recall that
∀ξ ∈ [0, 1], |G±(ξ)| ⩽ C3t

−1/3.

Then, an integration by part and F (1) = 0 yield

|Jk,n
± (t)| =

∣∣∣∣F (1)G±(1)−
∫ 1

0

F ′(ξ)G±(ξ)dξ

∣∣∣∣ ⩽ C3t
−1/3

∫ 1

0

|F ′(ξ)|dξ,
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that is to say,

(5.28) |Jk,n
± (t)| ⩽ ct−1/3,

the constant c > 0 being absolute. Finally, combining (5.27) and (5.28):

|Ik,n1 (t, w)| ⩽ ct−1/3|v0(w)|,

so that we have asymptotic stability:

(5.29) |v(t, z)| ≲ t−1/3∥Ψ∥L∞(Sγ×Sγ)∥v0∥L1(Sγ),

where
Ψ(z, w) =

∑
k,n∈Z

|ψk(z)ψn(w)|.

We compute

Ψ(z, w) = |ψ0(z)ψ0(w)|
∑

k,n∈Z
exp
(
−π2(n2 + k2)/γ2 − 2π(k Im(z) + n Im(w))/γ

)
,

which is a function of L∞(Sγ × Sγ).
(ii) As before, we write

f(t, ξ) =
∑
n∈Z

cn(t)e
−2inπξ, g(t, ξ) =

∑
n∈Z

cn(t)e
−2inπξ,

and f0(ξ) = f(0, ξ), g0(ξ) = g(0, ξ). Then,

f(t, ξ) = cos
(
tµ(ξ)

)
f0(ξ)− i

(
a(ξ)f0(ξ) + b(ξ)g0(ξ)

) sin(tµ(ξ))
µ(ξ)

,

so that for all k ∈ Z,

(5.30) ck(t) =

∫ 1

0

e2ikπξ cos(tµ)f0(ξ)dξ − i

∫ 1

0

e2ikπξ
(
af0(ξ) + bg0(ξ)

) sin(tµ)
µ

dξ.

The second integral is well-defined because, for all t ⩾ 0,
∣∣µ−1sin(tµ)

∣∣ ⩽ t. Denoting
Γ±(ξ) = ±µ(ξ) + 2πkξ/t for the phase functions,

(5.31)
∫ 1

0

e2ikπξ cos
(
tµ(ξ)

)
f0(ξ)dξ =

1

2

∫ 1

0

(
exp
(
itΓ+(ξ)

)
+ exp

(
itΓ−(ξ)

))
f0(ξ)dξ.

Integrating by parts and denoting G±(ξ) =
∫ ξ

0
exp
(
itΓ±(ξ)

)
dη,

(5.32)
∫ 1

0

exp
(
itΓ±(ξ)

)
f0(ξ)dξ =

∫ 1

0

G′
±(ξ)f0(ξ) = f0(1)G±(1)−

∫ 1

0

G±(ξ)f
′
0(ξ)dξ.

Furthermore, Γ′′
±(ξ) = ±µ′′(ξ), so that

∣∣Γ′′
±(ξ)

∣∣ + ∣∣Γ′′′
±(ξ)

∣∣ ⩾ c > 0,∀ξ ∈ [0, 1]. Then,
the van der Corput lemma gives the bound

(5.33) ∀ξ ∈ [0, 1], |G±(ξ)| ≲ t−1/3.

Combining (5.31), (5.32) and the estimate (5.33), we get

(5.34)
∣∣∣∣∫ 1

0

e2ikπξ cos(tµ)f0dξ

∣∣∣∣ ≲ t−1/3

[
|f0(0)|+

∫ 1

0

|f ′0(ξ)|dξ
]
,

J.É.P. — M., 2025, tome 12



632 P. Germain, V. Schwinte & L. Thomann

the implicit constant being independent of k ∈ Z, and using that f0(1) = f0(0).
We now turn to the second integral in (5.30). We write ck(0) = αk + iβk, αk, βk ∈ R,
so that {

f0(ξ) = f1(ξ) + if2(ξ),

g0(ξ) = f1(ξ)− if2(ξ),
with


f1(ξ) :=

∑
n∈Z

αne
−2inπξ,

f2(ξ) :=
∑
n∈Z

βne
−2inπξ,

(observe that f1 and f2 are not real valued). In the sequel, we assume that∥∥∥f0 + g0
µ

∥∥∥
H1([0,1])

< +∞

which is equivalent to the condition f1(0) = f ′1(0) = 0. Then,

af0 + bg0 = (a+ b)f1 + i(a− b)f2.

We then split the second integral in (5.30) into four integrals:

i

∫ 1

0

e2ikπξ(af0 + bg0)
sin(tµ)

µ
dξ =

1

2
(I+1 − I−1 + I+2 − I−2 ),

where

I±1 =

∫ 1

0

exp
(
itΓ±

)a+ b

µ
f1dξ, and I±2 = i

∫ 1

0

exp
(
itΓ±

)a− b

µ
f2dξ.

From Proposition 5.8, the function (a− b)/µ is bounded with a derivative being also
bounded. Then, we get the same decay we obtained in (5.34) with an analogous
method:∣∣I±2 ∣∣ ⩽ ct−1/3

[
|f2(0)|+

∫ 1

0

|f ′2(ξ)|dξ
]
⩽ ct−1/3

[
|f0(0)|+

∫ 1

0

|f ′0(ξ)|dξ
]
.

Similarly, writing

F (ξ) :=
a(ξ) + b(ξ)

µ(ξ)
f1(ξ),

we show that

(5.35)
∣∣I±1 ∣∣ ⩽ ct−1/3

[
|F (0)|+

∫ 1

0

|F ′(ξ)|dξ
]
,

when those quantities are defined. From (a + b)(0) = 2λ > 0, and µ(ξ) ∼ Cξ2, the
condition f1(0) = f ′1(0) = 0 (or equivalently

∑
n∈Z αn =

∑
n∈Z nαn = 0) is necessary.

Furthermore, this condition implies that the function F is well-defined on [0, 1], and
of class C1, so that the right hand side of (5.35) is defined and finite. Then,∫ 1

0

|F ′(ξ)|dξ ⩽ ∥(a+ b)′∥L∞

∫ 1

0

|f1/µ| dξ + ∥a+ b∥L∞

∫ 1

0

∣∣(f1/µ)′∣∣ dξ
⩽ c
∥∥∥f0 + g0

µ

∥∥∥
W 1,1([0,1])

.

Overall,

(5.36)
∣∣I±1 ∣∣ ⩽ ct−1/3

[∥∥∥f0 + g0
µ

∥∥∥
L∞([0,1])

+
∥∥∥f0 + g0

µ

∥∥∥
W 1,1([0,1])

]
,
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and we conclude that

|ck(t)| ⩽ ct−1/3
[
∥f0∥L∞([0,1]) + ∥f ′0∥L1([0,1]) +

∥∥∥f0 + g0
µ

∥∥∥
L∞([0,1])

+
∥∥∥f0 + g0

µ

∥∥∥
W 1,1([0,1])

]
⩽ ct−1/3

[
∥f0∥H1([0,1]) +

∥∥∥f0 + g0
µ

∥∥∥
H1([0,1])

]
where the last line is obtained by Sobolev embeddings and the Cauchy-Schwarz in-
equality. Now, for all z ∈ Sγ , we have

|v(t, z)| ⩽
∑
k∈Z

|ck(t)ψk(z)| ⩽ C(f0, g0)t
−1/3

∑
k∈Z

|ψk(z)|,

which implies the result because the function z 7→
∑

k∈Z |ψk(z)| is bounded. □

5.5. Growth for the linearized equation. — Recall the equation (LLLhexa)

i∂tv + λv = Π
[
2|Ψ0|2v +Ψ2

0v
]
.

In this paragraph, we will prove the following result which show the possible growth
of the solution in the case where

∥∥(f0 + g0)/µ
∥∥
L2([0,1])

= +∞.

Theorem 5.12. — We write

v(t, z) =
∑
n∈Z

cn(t)ψn(z),

with v0(z) =
∑

n∈Z cn(0)ψn(z) and suppose that
∑

n∈Z |cn(0)|2 < +∞, meaning that
v0 ∈ L2(Sγ). Then, the equation (LLLhexa) is globally well-posed in the space v ∈
L2(Sγ).

Moreover, we have the polynomial bound on the possible growth of the L2-norm:
for all t ⩾ 0

(5.37) ∥v(t)∥L2(Sγ) ⩽ C(1 + t)∥v0∥L2(Sγ).

The previous bound is optimal in the sense that for all ε > 0, there exists v0 ∈ L2(Sγ)

such that
∥v(t)∥L2(Sγ) ⩾ C(1 + t)1−ε∥v0∥L2(Sγ).

Proof. — We denote again

U0(ξ) =

(
f0(ξ)

g0(ξ)

)
, f0(ξ) =

∑
k∈Z

ck(0)e
−2iπkξ, g0(ξ) =

∑
k∈Z

ck(0)e
−2iπkξ.

We compute with equality (5.19) that

∥U(t, ξ)∥2L2
ξ
=
∥∥∥e−itAhexa(ξ)

(
f0(ξ)

g0(ξ)

)∥∥∥2
L2

ξ

=
∥∥∥cos(tµ)f0 − i

(
af0 + bg0

) sin(tµ)
µ

∥∥∥2
L2

ξ

⩽ 2

∫ 1

0

| cos(tµ(ξ))f0(ξ)|2dξ + 2

∫ 1

0

∣∣∣[a(ξ)f0(ξ) + b(ξ)g0(ξ)
] sin(tµ(ξ))

µ(ξ)

∣∣∣2dξ.
The first integral is bounded by 2∥f0∥2L2

ξ
= 2∥v0∥2L2

z
.
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– Let us prove (5.37). He we only use that a and b are bounded functions, and we
use the estimate | sin(tµ(ξ))| ⩽ tµ(ξ), and the result follows.

– Let k0 ⩾ 2 so that 2−k0 < 1/2. Define the indicator function Jk = 1[2−k−1,2−k]

consider the function defined on [0, 1] by

f0(ξ) =

+∞∑
k=k0

k−θ2k/2Jk(ξ) +

+∞∑
k=k0

k−θ2k/2Jk(1− ξ),

which is extended as an even 1−periodic function. Assume that θ > 1/2, then f0 ∈
L2([0, 1]). Since f is a real-valued even function, we have ck(0) ∈ R and thus f0 = g0.
There exist two functions α, β such that a(ξ) = λ+ α(ξ) and b(ξ) = λ+ β(ξ), and if
δ > 0 is small enough, for all |ξ| ⩽ δ, |α(ξ)| ⩽ c|ξ| and |β(ξ)| ⩽ c|ξ|. As a consequence,∣∣a(ξ)f0(ξ) + b(ξ)g0(ξ)

∣∣ ⩾ 2λ|f0(ξ)| − 2c|ξ||f0(ξ)| ⩾ λ|f0(ξ)|,

so that we have

∥U(t, ξ)∥2L2
ξ
⩾
∫ 1

0

∣∣∣[a(ξ)f0(ξ) + b(ξ)g0(ξ)
] sin(tµ(ξ))

µ(ξ)

∣∣∣2dξ ⩾ c

∫ δ

0

|f0(ξ)|2
∣∣∣ sin(tµ(ξ))

µ(ξ)

∣∣∣2dξ.
Let k1 ⩾ k0 be such that 22k1 ⩽ t ⩽ 22k1+1. Therefore, for ξ ∈ [2−k−1, 2−k], we have
| sin(tµ(ξ))| ⩾ c|tµ(ξ)| ⩾ c22(k1−k), so that

∣∣sin(tµ(ξ))/µ(ξ)∣∣2 ⩾ c24k1 . Hence,∫ δ

0

|f(ξ)|2
∣∣∣ sin(tµ(ξ))

µ(ξ)

∣∣∣2dξ ⩾ c24k1

∫ δ

0

+∞∑
k=k1

k−2θ2kJk(ξ)dξ

⩾ c24k1

+∞∑
k=k1

k−2θ = c24k1k1−2θ
1 ⩾ ct2(1−ε),

which was the claim. □

Appendix A. Symmetries of (LLL)

For α ∈ C, define the magnetic translation

Rα : u(z) 7−→ u(z + α) exp
(
(zα− zα)/2

)
.

Let us recall some material from [42, App. A]. We have

Rαu = ei(α·Γ)u,

with α = α1 + iα2 and α · Γ := α1Γ1 + α2Γ2, where Γ1 and Γ2 are defined by

(A.1) Γ1 = i(z − ∂z − z/2), Γ2 = (z + ∂z + z/2).

Notice that the operators Rα do not commute in general. Indeed, for all α, β ∈ C

(A.2) RαRβ = eαβ−αβRβRα.

We also record the following formulas
RαRβ = Rα+β if α, β are colinear,

(Rα)
−1 = R−α

Rα[u(−z)] = [R−αu](−z).
(A.3)
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Furthermore,
RαΠu = ΠRαu if |u(x)| ≲ ⟨x⟩M(A.4)
(Rα)

∗ = R−α on L2,

and
(A.5) R−β(α · Γ)Rβ = (α · Γ)− 2 Im(αβ).

Appendix B. Proof of Proposition 2.1

Let u ∈ Eτ,γ , and find first a fundamental cell Q with respect to Lτ,γ such that u
does not vanish on ∂Q. Let {zk}1⩽k⩽N be the zeroes of u on Q, and write

u(z) = exp
(
−|z|2/2

)
φ(z)

N∏
k=1

Θτ

( 1
γ
(z − zk)

)
.

By construction, φ does not vanish on C, and is entire; thus, it can be written φ =

exp
(
Ψ
)
, with Ψ entire. Furthermore, denoting A = C∖

⋃
a∈Lτ,γ

B(a, ε) for ε > 0 small
enough, it is easy to see that |Θτ (z)| ⩾ C exp

(
−C|z|2

)
on A. Since u is bounded on C,

this implies that ReΨ(z) ⩽ C|z|2 on A, hence on C by the maximum principle; but the
Borel-Carathéodory theorem implies then that Ψ is actually a polynomial of degree 2.
Therefore, we can write

(B.1) u(z) = λ exp
(
−|z|2/2 + αz2 + βz

) N∏
k=1

Θτ

( 1
γ
(z − zk)

)
,

where α, β, λ ∈ C. We take for simplicity λ = 1 in the following. The first periodicity
condition of Eτ,γ requires that u(z+ γ) = exp

(
γ(z− z)/2

)
u(z). Given the above form

of u and (1.2), this is equivalent to

(−1)N exp
(
−1

2
|z|2 − γ

2
z + αz2 + z

(
−γ
2
+ 2αγ + β

)
+
(
αγ + β − γ

2

)
γ
)

= exp
(γ
2
(z − z)

)
exp
(
−1

2
|z|2 + αz2 + βz

)
.

Identifying the coefficients of the polynomials in the exponential, we see that this
equality holds if and only if α = 1/2 and β = −iNπ/γ + 2ikπ/γ, with k ∈ Z. The
second periodicity condition of Eτ,γ demands that u(z+γτ) = exp

(
γ(τz − τz)/2

)
u(z).

For u as above, and taking (1.2) into account, which yields

Θτ

( 1
γ
(z − zk + γτ)

)
= Θτ

( 1
γ
(z − zk) + τ

)
= −e−iπτe−2iπ(z−zk)/γΘτ

( 1
γ
(z − zk)

)
,

the periodicity condition is equivalent to

exp
(
−1

2
|z|2 + 1

2
z2 − γ

2
τz + z(−γ

2
τ − 2iNπ

γ
+ γτ + β)

)
× exp

(
(−γ

2

2
|τ |2 +Niπ −Niπτ +

2iπ

γ
SN +

γ2

2
τ2 + βγτ)

)
= exp

(γ
2
(τz − τz)

)
exp
(
−1

2
|z|2 + 1

2
z2 + βz

)
,
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where SN =
∑N

k=1 zk. Identifying the coefficients in the polynomials, this equality
holds if and only if τ2 = Nπ/γ2 (this comes from the identification of the factor z)
and

γ2

2
τ2 − γ2

2
|τ |2 +Niπ −Niπτ +

2iπ

γ
SN + βγτ = 2iℓπ, with ℓ ∈ Z,

coming from the constant term. Since τ2 = Nπ/γ2, this simplifies to N + 2SN/γ −
Nτ + 2kτ = 2ℓ, with ℓ ∈ Z. Therefore, SN = γN(τ − 1)/2 + γℓ − γτk. Overall,
we found that u reads

u(z) = exp
(
−1

2
|z|2 + 1

2
z2 +

iπz

γ
(−N + 2k)

) N∏
k=1

Θτ

( 1
γ
(z − zk)

)
,

with
N∑

k=1

zk =
γN

2
(τ − 1) + γℓ− γτk.

There remains to show that Eτ,γ is a vector space of dimension N . This follows from
two observations: on the one hand, it is a vector space by definition, and on the other
hand the number of free parameters in the formula for u is N (the multiplicative
constant, and the N zeros which have a prescribed sum).

Appendix C. Useful formulas

C.1. Gaussian integral. — If a > 0, b ∈ R,

(C.1)
∫
R
exp
(
−at2 + bt

)
dt =

√
π

a
exp
( b2
4a

)
.

C.2. Poisson summation. — Let us recall the Poisson summation formula (see for
instance [48, Chap. VII]): for g ∈ S (R) a 1-periodic function set

ĝ(n) =

∫ 1

0

g(x)e−2inxdx,

then for all x ∈ R

(C.2)
∑
n∈Z

g(x+ n) =
∑
n∈Z

ĝ(n)e2iπnx.

In particular, for α > 0 and g : x 7→ exp
(
−αx2

)
, and by an analytical extension,

we get that for all z ∈ C

(C.3)
∑
n∈Z

exp
(
−α(z + n)2

)
=

√
π

α

∑
n∈Z

exp
(
−π2n2/α+ 2iπnz

)
.
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Appendix D. Some conservation laws for LLLhexa

Lemma D.1. — The set
A =

{
u =

∑
n∈Z cnψn, Re

(∑
n∈Z cn

)
= Re

(∑
n∈Z ncn

)
= 0
}

is preserved by the flow of (LLLhexa). More precisely, suppose v0=
∑

n∈Z cn(0)ψn∈Fγ

and consider the solution v(t) =
∑

n∈Z cn(t)ψn ∈ Fγ of (LLLhexa) with initial
data v0. For an integer j ⩾ 0, we denote

Kj(t) =
∑
n∈Z

njcn(t) = Rj(t) + iIj(t)

with Rj , Ij ∈ R. Then:
(i) For 0 ⩽ j ⩽ 3 an integer, the real part of Kj(t) is constant: Rj(t) = Rj(0).

Furthermore, if j ∈ {0, 1} and Rj(0) = 0, then the imaginary part Ij(t) is also
constant.

(ii) The real part of Kj(t) is not always constant for j = 4.

Recall that by (5.6),
∑

n∈Z ψn = κΦ0. Then, if v =
∑

n∈Z cnψn, for all j ⩾ 0

we have
Γj
1v =

∑
n∈Z

(2nπ
γ

)j
cnψn,

therefore,
Re
(∑
n∈Z

njcn

)
=

κγj

2(2π)j

∫
Sγ

Γj
1(v + ṽ)Φ0.

Proof. — We multiply equation (5.8) by nj , for n ∈ Z, and take the sum over n ∈ Z:

(D.1) i∂tKj + λKj =
∑
n∈Z

nj
∑

k,ℓ,m∈Z
k−ℓ+m=n

Ak,ℓ,m(2ck + cℓ)

=
∑
m∈Z

cm
∑
n∈Z

nj(CLL− Codd
L Lodd)n−m +

∑
m∈Z

cm
∑
n∈Z

nj(CMM − Codd
M Modd)n−m,

where L, M , Lodd and Modd are defined in (4.3), (4.4), (5.9) and (5.10) respectively.
We compute by a binomial formula∑

n∈Z
njLn−m =

∑
k∈Z

(n−m+m)j exp
(
−π

2(n−m)2

γ2

)
=
∑
n∈Z

j∑
ℓ=0

(
j

ℓ

)
(n−m)nmj−ℓ exp

(
−π

2(n−m)2

γ2

)
=

j∑
ℓ=0

(
j

ℓ

)
mj−ℓ

∑
n∈Z

(n−m)ℓ exp
(
−π

2(n−m)2

γ2

)
=

j∑
ℓ=0

(
j

ℓ

)
mj−ℓTℓ,

where Tℓ :=
∑

q∈Z q
ℓ exp

(
−π2q2/γ2

)
. Note that Tℓ = 0 if ℓ ∈ 2Z+ 1. Similarly,∑

n∈Z
njLodd

n−m =

j∑
ℓ=0

(
j

ℓ

)
mj−ℓT odd

ℓ , T odd
ℓ :=

∑
q∈2Z+1

qℓ exp
(
−π

2q2

γ2

)
,
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so that the sum ∑
m∈Z

cm
∑
n∈Z

nj(CLL− Codd
L Lodd)n−m

has a natural expansion in Kq for 0 ⩽ q ⩽ j with the coefficients Tn and T odd
n .

It remains the sum with the coefficients cm:∑
k∈Z

kjMk−m =
∑
p∈Z

exp
(
−π

2p2

γ2

)∑
k∈Z

(k −m− p+m+ p)j exp
(
−π

2(k −m− p)2

γ2

)

=
∑
p∈Z

exp
(
−π

2p2

γ2

) j∑
ℓ=0

(
j

ℓ

)
(m+ p)j−ℓTℓ

=

j∑
ℓ=0

(
j

ℓ

)
Tℓ
∑
p∈Z

(m+ p)j−ℓ exp
(
−π

2p2

γ2

)
,

and we have an analogous expression for the remaining sum. Going back to (D.1),
we write i∂tKj +λKj has a sum of Kq and Kq for 0 ⩽ q ⩽ j, with explicit coefficients
in Tℓ and T odd

ℓ . The explicit formulas for the coefficients for a general j ∈ N have no
relevance, and we give only the formulas for 0 ⩽ j ⩽ 4:

– For j = 0 or j = 1:
i∂tKj + λKj = λ(2Kj +Kj),

so that ∂tRj = 0 and −∂tIj = 2λRj .
– For j = 2:

i∂tK2 + λK2 = λ(2K2 +K2) + L(K0 +K0), L :=
2

γ
√
π
(T0T2 − 2T odd

0 T odd
2 ),

so that the equation on K2 = R2 + iI2 becomes ∂tR2 = 0 and −∂tI2 = 2λR2 +2LR0.
– For j = 3:

i∂tK3 + λK3 = λ(2K3 +K3) + 3L(K1 +K1),

which implies the result.
– For j = 4:

i∂tK4 + λK4 = λ(2K4 +K4) + 6L(K2 +K2) + L2(K0 +K0) + L3K0,

where
L2 =

2

γ
√
π

(
T0T4 − 2T odd

0 T odd
4

)
, L3 =

6

γ
√
π

(
T 2
2 − 2(T odd

2 )2
)
> 0.

Then, ∂tR4 = −L3I0 and −∂tI4 = 2λR4 + 12LR2 + (2L2 + L3)R0, so that R4 is not
preserved when I0 ̸= 0. □
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