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ON THE STEINER PROPERTY FOR

PLANAR MINIMIZING CLUSTERS.

THE ANISOTROPIC CASE

by Valentina Franceschi, Aldo Pratelli & Giorgio Stefani

Abstract. — In this paper we discuss the Steiner property for minimal clusters in the plane with
an anisotropic double density. This means that we consider the classical isoperimetric problem
for clusters, but volume and perimeter are defined by using two densities. In particular, the
perimeter density may also depend on the direction of the normal vector. The classical “Steiner
property” for the Euclidean case (which corresponds to both densities being equal to 1) says
that minimal clusters are made by finitely many C1,γ arcs, meeting in finitely many “triple
points”. We can show that this property holds under very weak assumptions on the densities.
In the parallel paper [13] we consider the isotropic case, i.e., when the perimeter density does
not depend on the direction, which makes most of the construction much simpler. In particular,
in the present case the three arcs at triple points do not necessarily meet with three angles of
120◦, which is instead what happens in the isotropic case.

Résumé (Sur la propriété de Steiner pour les clusters minimaux dans le plan. Le cas anisotrope)
Dans cet article, nous discutons de la propriété de Steiner pour les clusters minimaux dans

le plan avec une double densité anisotrope. Cela signifie que nous considérons le problème
isopérimétrique classique pour les clusters, mais que le volume et le périmètre sont définis à
l’aide de deux densités. En particulier, la densité du périmètre peut également dépendre de
la direction du vecteur normal. La « propriété de Steiner » classique pour le cas euclidien
(qui correspond aux deux densités égales à 1) dit que les clusters minimaux sont constitués
d’un nombre fini d’arcs C1,γ , se rencontrant en un nombre fini de « points triples ». Nous
pouvons montrer que cette propriété est valable sous des hypothèses très faibles sur les densités.
Dans l’article parallèle [13], nous considérons le cas isotrope, c’est-à-dire lorsque la densité du
périmètre ne dépend pas de la direction, ce qui rend la plupart des constructions beaucoup plus
simples. En particulier, dans le cas présent, les trois arcs aux points triples ne se rencontrent
pas nécessairement avec trois angles de 120◦, contrairement à ce qui arrive dans le cas isotrope.

Mathematical subject classification (2020). — 49Q10, 49Q20.
Keywords. — Perimeter and volume with density, clustering isoperimetric problem, Steiner property,
anisotropic perimeter.
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1. Introduction

In recent years, a lot of attention is being paid to isoperimetric problems in RN

depending on two densities. This means that we are given two l.s.c. functions
g : RN → (0,+∞) and h : RN × SN−1 → (0,+∞), usually called densities, and the
volume and perimeter of any set E ⊆ RN of locally finite perimeter are defined by

|E| =
∫
E

g(x) dx, P (E) =

∫
∂∗E

h(x, νE(x)) dH
1(x),(1.1)

where, as usual, ∂∗E is the reduced boundary of E and, for every x ∈ ∂∗E, νE(x) is
the outer normal vector to E at x (see [4] for definitions and properties of sets of finite
perimeter). There are several reasons why this problem is attracting a big interest,
that we are not going to describe here, we limit ourselves to point out some basic
bibliography, more information can be found there and in the references therein [33,
7, 6, 26, 5, 2, 11, 19, 3, 8, 14].

In this paper we consider the isoperimetric problem for clusters. In other words,
we do not want to minimize the perimeter of a single set of given volume, but of a
“cluster”, that is, a group of sets with given volumes. This is not simply the “sum” of
isoperimetric problems for single sets, because the common boundary is only counted
once. A practical example of such a problem is given by soap bubbles, which behave
more or less as minimal clusters with the Euclidean density. Of course a single bubble
must be a ball; however, when there are two bubbles, the best situation is not given
by two distinct balls, but by a cluster with the usual shape of two soap bubbles, which
minimize the total perimeter by having a large common portion of the boundary. Also
the problem of studying minimal clusters, in the Euclidean case, has been deeply
investigated in the last decades, and completely solved for “double bubbles”, i.e.,
when the cluster is made by two sets (see [12, 15, 32], and see also [37, 28, 27, 29]
for the case of three or four sets with equal volumes). In the planar case N = 2 it
is known that minimal clusters enjoy a strong regularity property. More precisely,
the boundary of any minimal cluster is made by finitely many C1,γ arcs (and then,
by standard regularity, they are actually C∞), which meet in finitely many junction
points. Each of these junction points is actually a triple point—that is, exactly three
arcs meet—and the three arcs form three angles of 120◦. This property, usually called
Steiner property, is now widely known. Two very good references are the classical
paper [35] and the recent book [18]. We refer the reader also to [22], where the author
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Steiner property for planar clusters. Anisotropic case 991

studies existence and regularity results for minimal clusters in compact Riemannian
surfaces, and to the recent papers [20, 21], where the multiple bubble problem in the
Gaussian space, in the Euclidean space, and on the sphere, are considered.

Our goal is to extend the regularity of minimal clusters in the plane to the case
when perimeter and volume are given by two densities, and we are able to do this
in a wide generality. In the parallel paper [13] we consider the isotropic case, that
is, when the density h only depends on the point but not on the direction of the
normal vector, and in that case the whole construction is rather simple. In the more
general anisotropic case, that we consider here, the underlying idea is still simple,
but several technical points become much more complicated. Moreover, the “120◦
property”, which is still true in the isotropic case, becomes false. At this regard, see
the discussion in Section 3.2. Considering the anisotropic case is important for several
reasons, for instance to treat Riemannian surfaces. In this case, the local expression of
the perimeter density is anisotropic, and in particular the “120◦ property”, considering
the angles in the Euclidean sense on local charts, does not always hold. More in
general, our approach can be used to work with Riemannian or Finsler manifolds
with density (see for instance [24]).

To consider the isoperimetric problem for clusters, the first thing to do is to extend
the definition (1.1) of volume and perimeter of a single set. For a given m ⩾ 2,
an m-cluster is a collection E = {E1, E2, . . . , Em} of m essentially disjoint sets of
locally finite perimeter in R2, and its volume is the vector |E| = (|E1|, |E2|, . . . , |Em|) ∈
(R+)m. We set, for brevity, E0 = R2∖(

⋃m
i=1Ei) and ∂∗E =

⋃m
i=1 ∂

∗Ei. The perimeter
of a cluster E is then defined as

(1.2) P (E) =
P (

⋃m
i=1Ei) +

∑m
i=1 P (Ei)

2
.

It is very important to understand the meaning of this definition, which is discussed
in detail in Section 1.1 below. Hence, a reader who sees this definition for the first
time might want to read that section before going on with this introduction.

In order to present our main result, a few definitions are in order. We start with
the strict convexity and the uniform roundedness of h in the second variable.

Definition 1.1 (Strict convexity and uniform roundedness in the second variable)
Let h : R2 × S1 → (0,+∞) be given, and extend it to the whole R2 × R2 by

positive 1-homogeneity, i.e., set h(x, λν) = λh(x, ν) for every x ∈ R2, λ ⩾ 0 and
ν ∈ S1. We say that h is strictly convex in the second variable if for every x ∈ R2 the
unit ball

(1.3) C(x) =
{
ν ∈ R2 : h(x, ν) ⩽ 1

}
is strictly convex. This is equivalent to ask that

h
(
x, tν + (1− t)µ

)
< th(x, ν) + (1− t)h(x, µ)

for every x ∈ R2 and t ∈ (0, 1), and for every two non-zero vectors ν, µ ∈ R2 which are
not positively parallel (i.e., ν = λµ for some λ > 0). We say that h is locally uniformly
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round in the second variable if the infimum of the generalized curvatures of the balls
C(x) with x in any bounded set D ⊆ R2 is strictly positive. Formally speaking, there
is a constant c > 0 so that for every x ∈ D, ν ∈ S1, w ∈ R2 with |w| ⩽ 1 and w ⊥ ν

one has

(1.4) h(x, ν + w) + h(x, ν − w)

2
⩾ h(x, ν) + c|w|2.

The uniform roundedness implies the strict convexity. Indeed, the strict convexity
requires the unit balls C(x) to be strictly convex, so with strictly positive generalized
curvature, while the uniform roundedness requires a (strictly positive) uniform bound
from below on the curvature.

Let us briefly explain the role of these properties in our construction. First of all,
the shortest path between two points close to each other can be far from the straight
line if h is not strictly convex, and the uniform roundedness is necessary to quantify
this closeness (this is related with the so-called “excess”). As a consequence, it is easy
to guess that the regularity may fail without the uniform roundedness.

The fact that junction points are necessarily triple points, instead, also requires
the regularity of the unit ball, or in other words the fact that h ∈ C1. More precisely,
the content of Section 2.3 is to show that multiple points are necessarily triple points
and the boundary of E is done by locally finitely many curves as soon as h is C1 and
strictly convex in the second variable (the uniform roundedness is not needed there).
On the contrary, as discussed in detail in Section 3.1, quadruple points may occur
for a density which is not C1, but uniformly round, hence also strictly convex. More
precisely, we will first observe that quadruple points may occur for the L∞ density
h(x, ν) = max{|ν1|, |ν2|}, which is not C1, but also not uniformly round nor strictly
convex, and then we will show that the presence of quadruple points is still true with
a simple modification of the L∞ density, which becomes uniformly round but remains
not C1.

Summarizing, to obtain a Steiner property for minimal clusters (that is, ∂E is done
by regular arcs meeting in triple points, see Definition 1.3) one has to assume that h
is C1 and uniformly round in the second variable. Our main result, Theorem A, says
that under these assumptions, and together with the same ε−εβ property and volume
growth condition as in the isotropic case, it is still true that the Steiner property holds.

Definition 1.2 (η-growth condition and ε− εβ property for clusters)
Given a power η ⩾ 1, an η-growth condition is said to hold if there exist Cvol > 0,

Rη > 0 such that, for every x ∈ R2 and every r < Rη, the ball B(x, r) has volume
|B(x, r)| ⩽ Cvolr

η. We say that the local η-growth condition holds if for any bounded
domain D ⋐ R2 there exist Cvol > 0, Rη > 0 such that the above property holds for
balls B(x, r) ⊆ D.

We say that a cluster E satisfies the ε − εβ property for some β ∈ (0, 1] if there
exist Rβ > 0, Cper > 0, ε > 0 such that, for every vector ε ∈ Rm with Euclidean
norm |ε| ⩽ ε and every x ∈ R2, there exists another cluster F such that

F∆E ⊆ R2 ∖B(x,Rβ), |F| = |E|+ ε, P (F) ⩽ P (E) + Cper|ε|β .(1.5)
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If this holds then, for each t ⩽ ε, we call Cper[t] the smallest constant such that the
above property is true for every |ε| ⩽ t. Clearly t 7→ Cper[t] is an increasing function,
and Cper[ε] ⩽ Cper.

We underline that both the above assumptions are satisfied for a wide class of
densities. In particular, the growth (or local growth) condition clearly holds with
η = 2 whenever the density g is bounded (or locally bounded). Concerning the ε− εβ

property, this is a crucial tool when dealing with isoperimetric problems. It is simple
to observe that it is valid with β = 1 for every cluster of locally finite perimeter
whenever the density h is regular enough (at least Lipschitz) in the first variable. It is
also known that, if h is α-Hölder in the first variable, then every cluster of locally
finite perimeter satisfies the ε− εβ property with

β =
1

2− α
,

the proof can be found in [9] for the special case g = h and in [31] for the general case.
The case α = 0 is particular, also because there is not a unique possible meaning of
“0-Hölder function”. More precisely, the ε− ε1/2 property holds as soon as h is locally
bounded. If h is continuous, instead, not only the ε − ε1/2 property holds, but in
addition Cper[t] ↘ 0 if t ↘ 0. We can be even more precise: Cper[t] ≲

√
ωh(

√
t),

being ωh the modulus of continuity of h in the first variable. Notice that the required
regularity for h here is in the first variable. In particular, ωh is defined as ωh(t) =

sup{|h(x, ν)− h(y, ν)| : ν ∈ S1, |y − x| ⩽ t}.
We can now give the formal definition of the Steiner property, already described

above, and of the Dini property.

Definition 1.3 (Steiner property). — A cluster E is said to satisfy the Steiner property
if ∂E is a locally finite union of C1 arcs, and each junction point is endpoint of exactly
three different arcs, arriving with three different tangent vectors.

Definition 1.4 (Dini property). — We say that an increasing function φ : R+ → R+

satisfies the Dini property if for every C > 1 one has∑
n∈N

φ(C−n) < +∞,

which in particular implies limt↘0 φ(t) = 0. We say that φ satisfies the 1/2-Dini
property if √φ satisfies the Dini property. A uniformly continuous function f is said
Dini continuous whenever ∫ 1

0

ωf (t)

t
dt < +∞,

where ωf is the modulus of continuity of f . It is known that f is Dini continuous if
and only if ωf satisfies the Dini property. We say that f is 1/2-Dini continuous if ωf

satisfies the 1/2-Dini property.

Notice that if φ : R+ → R+ is non-decreasing, such that φ(0) = 0 and α-Hölder,
then it satisfies the Dini property. We are now in position to state the main result of
the present paper.
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Theorem A (Steiner regularity for minimal clusters). — Let g : R2 → (0,+∞) be a
l.s.c. function, and let h : R2 × S1 → (0,+∞) be a continuous function, which is C1

and uniformly round in the second variable in the sense of Definition 1.1. Let E be
a minimal cluster, and assume that for some η, β the local η-growth condition holds,
as well as the ε−εβ property for E. Assume also that h is locally 1/2-Dini continuous
in the first variable, and that

(i) either ηβ > 1,
(ii) or ηβ = 1 and the function t 7→ Cper[t] satisfies the 1/2-Dini property.

Then E satisfies the Steiner property. Moreover, if ηβ > 1 and h is locally α-Hölder
in the first variable then the arcs of ∂E are actually C1,γ with γ = 1

2 min{ηβ − 1, α}.

It is to be observed that this result strongly generalizes the classical Euclidean
case. In fact, we require that ηβ ⩾ 1, while in the Euclidean case one has η = 2 and
β = 1. This result also extends the isotropic case considered in [13], but the proof
there is considerably simpler.

Concerning the 1/2-Dini property, it is a standard assumption to get the C1 reg-
ularity of the boundary, see for instance [34, 18]. Notice that one can always apply
Theorem A if g is locally bounded and h is locally 1/4-Dini continuous in the first
variable (i.e., 4

√
ωh satisfies the Dini property), since in this case η = 2 and β = 1/2,

and the required continuity of h and Cper follows by the fact that Cper ≲
√
ωh, already

observed above.
Finally, we remark that under quite mild assumptions (which broadly cover the

Euclidean case) the boundedness of the minimal clusters is known, see for instance
[9, 11, 30, 31]. Of course, whenever optimal clusters are bounded, the arcs given by
Theorem A become finite and not just locally finite.

Section 2 is dedicated to the proof of Theorem A, whose scheme is summarized
in Section 1.2 below. In Section 3, we present two important final comments. The
first one is about the role of the assumptions of Theorem A on the Steiner regularity
of minimal clusters. The uniform roundedness in the second variable is necessary
to obtain the regularity of the free boundary. Counterexamples without the strict
convexity are trivially found as Wulff shapes for unit balls with flat sides, and the
role of the uniform roundedness is clear by the argument in Section 2.4. It is less
obvious to understand the role of the C1-regularity of h, but in Section 3.1 we show
that it is indeed crucial to prove that multiple junctions can only be triple points, by
providing an explicit example of a uniformly round density h which is not C1 allowing
for minimal clusters with quadruple junctions.

In Section 3.2 we discuss which are the admissible directions for the tangents of ∂∗E
at a triple point and we establish some necessary minimality conditions for optimal
triples. In particular, given one of the directions at a triple point, in the symmetric
case it is always possible to uniquely determine the pair of the other two directions,
while in the asymmetric case there could be no such pair, or more than one, even
infinitely many.
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We refer the reader to the parallel work [13, §3] for some relevant applications of
Theorem A, besides Riemannian manifolds.

1.1. Meaning of the definition of perimeter for clusters. — This short section is
devoted to discuss the definition (1.2) of the perimeter for clusters, which might be a
bit obscure at first sight. We do this with the aid of the example in Figure 1, where a
3-cluster is shown. Observe that H1-almost every x ∈ ∂∗E belongs to either a single

E1

E2

E3

Figure 1. Example of a 3-cluster.

one of the boundaries ∂∗Ei, 1 ⩽ i ⩽ m, or to two ones, and the reduced boundary of⋃m
i=1Ei is done exactly by the points of ∂∗E which belong to a single one. So, each

point of ∂∗E is counted twice in the expression (1.2), and this explains the reason
of the factor 1/2. Concerning a direction of the normal vectors, for a point x which
belongs to a single boundary ∂∗Ei the normal vector at x to ∂∗Ei and to

⋃m
i=1Ei

is the same, say ν(x), and then in the expression (1.2) the infinitesimal perimeter
of the cluster produced by the point x is simply h(x, ν(x)). In a sense, ν(x) is “the
normal vector to E at x”. For a point x which belongs to ∂∗Ei and to ∂∗Ej for two
different indices 1 ⩽ i, j ⩽ m, instead, the two normal vectors at x to Ei and to Ej

are opposite, so there is a vector ν(x) such that the contribution of x to the perimeter
of the cluster is 1

2h(x, ν(x)) +
1
2h(x,−ν(x)). This also explains why in Figure 1 at

some points of ∂∗E an arrow of length 1 is attached, and at other points two opposite
arrows of length 1/2.

A couple of final comments are now in order. First of all, in the isotropic case, i.e.,
when h only depends on x, then the contribution of every point x ∈ ∂∗E is simply
h(x), hence (1.2) can be rewritten in the much simpler form

P (E) =

∫
∂∗E

h(x) dH1(x).

There is also an intermediate situation, namely, if the perimeter density is anisotropic
but symmetric, that is, h(x, ν) = h(x,−ν) for every x ∈ R2, ν ∈ S1. Also in this
case it is possible to express the perimeter of the cluster E in a much simpler way
than (1.2), that is,

P (E) =

∫
∂∗E

h(x, ν(x)) dH1(x),

where the vector ν(x) is defined as above for every x ∈ ∂∗E.
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We remark that the anisotropic but symmetric case is only slightly more complicate
to treat than the isotropic case, and most of the difficulties of the case considered in
this paper are due to the asymmetry. Roughly speaking, the big issue in the non
symmetric case is that the set E0 behaves in a different way than the sets Ei with
1 ⩽ i ⩽ m, while in the symmetric case there is locally no difference between the
different sets.

We also underline that some authors suggest, for the perimeter of a cluster in the
case with densities, to use the definition P (E) = 1

2

∑m
i=0 P (Ei) in place of (1.2). This

is of course a possible choice. However, in this case the contribution to the perimeter of
the cluster given by any point x ∈ ∂∗E is always given by 1

2h(x, ν(x))+
1
2h(x,−ν(x)),

regardless whether or not x belongs to ∂∗E0 = ∂∗
(⋃m

i=1Ei

)
. Hence, the problem does

not change at all by replacing h with the density h̃(x, ν) = (h(x, ν) + h(x,−ν))/2.
In other words, with this choice one only has to consider the symmetric case, and as
said above this would require a considerably simpler proof for our main result.

1.2. Scheme of the proof. — The core of the proof is to show that, under the as-
sumptions of Theorem A, minimal clusters have (locally) finitely many triple junc-
tions. Once this is proved, the argument to obtain either the C1 or the C1,γ regularity
of the free boundary is standard and relies on the uniform roundedness in the second
variable, and on the 1/2-Dini continuity of h in the first variable and of t 7→ Cper[t]

(if ηβ = 1), see Section 2.4.
In order to show that multiple junctions of minimal clusters are locally finite and

triple, we start by considering the special situation where ∂∗E consists of more than
three radii inside a small ball. We prove that, in this case, the cluster can be modified
so to decrease the perimeter of a quantity which is proportional to the radius of the
ball. This is the content of Section 2.2, where we use the strict convexity and the C1-
regularity of h in the second variable. We stress that, while in the isotropic case this
boils down to a trivial trigonometric estimate, the anisotropic case is quite delicate,
especially if h is not symmetric. In fact, Section 2.2 deals with a density h(x, ν) only
depending on ν. However, several local arguments can be proved first assuming that
h(x, ν) only depends on ν, and then reaching the general case via the continuity of h
in the first variable.

The second observation is contained in Lemma 2.8, where we show that the (Eu-
clidean) length of the boundary of a minimal cluster inside a small ball is controlled by
a constant multiple of its radius. As in the isotropic case, this is a simple consequence
of the validity of the ε − εβ property and of the η-growth condition, summarized
together in Lemma 2.7.

Given a minimal cluster E = {E1, . . . , Em}, we will call “colored” the chambers Ei

for i = 1, . . . ,m and “white” the external chamber E0 = R2 ∖ (
⋃m

i=1Ei). The next
step is then to prove a first mild regularity property of each colored region, namely,
the intersection of Ei with a small ball is an open set whose boundary is a Jordan
curve. As a consequence, the reduced boundary of the cluster inside the ball coincides
with the topological one, see Lemma 2.11. We stress that the same regularity holds
also for the white region, but this will be proved much later.
J.É.P. — M., 2023, tome 10
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To achieve the above regularity property, we first show that there can be no “is-
lands” (i.e., isolated portions of colored regions) in small balls. More precisely, if a
colored region Ei intersects a small ball, then it must also intersect the boundary of
the ball. While in the isotropic and in the symmetric cases this “no-island property”
follows as a rather simple consequence of the ε − εβ property and of the η-growth
conditions (and the argument applies also to the white chamber), in the asymmetric
case the proof is much more delicate. The analogous of the no-island property for the
white chamber, that we call “no-lake property”, is again true, but at this stage we
only establish a very simple version of it. At this point, we can finally prove the mild
regularity of Lemma 2.11. This requires playing with the notions of quasi-minimality
and porosity and using deep properties of the reduced boundary.

We then consider the Jordan curves obtained in Lemma 2.11 and prove that, thanks
to the strict convexity of h, if two such curves have two points in common, then they
must share a common subcurve. The proof of this fact is quite involved, especially in
the asymmetric case, and for future purposes we actually need a quantitative version
of it, see Lemma 2.12.

We are now in a position to show that ∂∗E intersects the boundary of a ball B(x, ρ)

in at most 3 points for many small radii ρ. This is the most complex step of the proof,
since at this point we have to rely on all the above information and make an ad
hoc construction, see Lemma 2.14. Having this result at disposal, we deduce the full
version of the no-lake property, see Lemma 2.15.

We are finally ready to conclude. As desired, we deduce that all multiple points
are triple points and that they are a positive distance apart from each other. This is
the content of Lemma 2.17 and easily follows by using Lemma 2.14, the no-island and
no-lake properties, and exploiting the Jordan curves found above.

Remark 1.5. — Throughout the argument used to prove that multiple junctions are
locally finite triple points, we use that h is positive, locally bounded, C1 and strictly
convex in the second variable, as well as the validity of the ε− εβ property and of the
η-growth conditions used to construct competitors. On the other hand, the 1/2-Dini
continuity of h (and of t 7→ Cper[t]) and the uniform roundedness of h are only needed
to prove regularity of the free boundary.

2. Proof of the main result

The proof of the main result, Theorem A, is presented in this section. In turn, this
is subdivided in five subsections. While the first one collects some standard definitions
and technical tools, in the second one we present the basic geometric estimate from
which the fact that junction points are necessarily triple points follows. This estimate,
which is trivial in the isotropic case, follows by convexity via a suitable first order
expansion in general. The third subsection is devoted to show that there are (locally)
finitely many junction points, each of which where exactly three different sets meet,
and in the fourth one we obtain the regularity. The actual proof of the theorem,
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presented in the last subsection, basically only consists in putting the different parts
together.

Since we aim to prove Theorem A, from now on we assume that h is continuous
and that the local η-growth condition holds for some η ⩾ 1. Moreover, we assume
that E is a minimal cluster, for which the ε− εβ property holds, and such that either
assumption (i) or (ii) of Theorem A holds.

2.1. Some definitions and technical tools. — Let us fix some notation, that will be
used through the rest of the paper. Since we are interested in a local property, in the
proof of Theorem A we will immediately start by fixing a big closed ball D ⊆ R2, and
the whole construction will be performed there. Hence, all the following definitions
will depend upon D, in particular we assume that |B(x, r)| ⩽ Cvolr

η for every ball
B(x, r) with x ∈ D and r ⩽ diam(D).

Since h is continuous, we can call ω : R+ → R+ its modulus of continuity in the
first variable inside D, that is,

ω(t) := sup
{∣∣h(x, ν)− h(y, ν)

∣∣ : ν ∈ S1, x, y ∈ D, |y − x| ⩽ t
}
.

In particular, if h is locally α-Hölder in the first variable, then ω(r) ⩽ Crα for a
suitable constant C. Moreover, we will call 0 < hmin ⩽ hmax the maximum and the
minimum of h in D× S1.

Observe that, if assumption (ii) of Theorem A is satisfied, then in particular one
can choose the constant Cper to be as small as desired, up to decreasing the value of
ε. As a consequence, we assume that the constant ε of the ε− εβ property is so small
that

(2.1) Cper < min
{
C1

per, C
2
per, C

3
per, C

4
per, C

5
per

}
if ηβ = 1,

where all the constants Ci
per depend solely on h and on D, and are defined in formu-

las (2.18), (2.26), (2.45), (2.56) and (2.59) respectively.

Lemma 2.1 (Isoperimetric inequality with exponent). — For every measurable set
E ⊆ D we have

P (E) ⩾
hmin

C
1/η
vol

|E|1/η.

Proof. — By standard approximation, it is enough to prove the inequality for a
smooth set E ⊆ D, and we can call Ei its connected components. For every i, we take
an arbitrary point xi ∈ Ei and call ri the diameter of Ei. We have then

E ⊆
⋃
i

B(xi, ri), H1(∂E) =
∑
i

H1(∂Ei) ⩾
∑
i

ri.
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By construction, for every i we have that xi ∈ D and ri ⩽ diam(D). Then, keeping in
mind that η ⩾ 1, for any E ⊆ D we deduce

P (E) ⩾ hminH
1(∂E) ⩾ hmin

∑
i
ri ⩾

hmin

C
1/η
vol

∑
i
|B(xi, ri)|1/η

⩾
hmin

C
1/η
vol

(∑
i
|B(xi, ri)|

)1/η

⩾
hmin

C
1/η
vol

|E|1/η,

so the proof is concluded. □

We introduce now the (standard) notation of relative perimeter. Given a set E ⊆ R2

of locally finite perimeter, or a cluster E, and given a Borel set A ⊆ R2, the relative
perimeter of E (or E) inside A is the measure of the boundary of E (or E) within A,
i.e.,

P (E;A) =

∫
A∩∂∗E

h(x, νE(x)) dH
1(x), P (E;A) =

P (
⋃m

i=1Ei;A) +
∑m

i=1 P (Ei;A)

2
,

compare with (1.2).
We conclude this short section by presenting (a very specific case of) a fundamental

result due to Vol’pert, see [36] and also [4, Th. 3.108]).

Theorem 2.2 (Vol’pert). — Let E ⊆ R2 be a set of locally finite perimeter, and let
x ∈ R2 be fixed. Then, for a.e. r > 0, one has that

∂∗E ∩ ∂B(x, r) = ∂∗
(
E ∩ ∂B(x, r)

)
.

Notice that, for almost every r > 0, both sets in the above equality are done by
finitely many points. In particular, E ∩ ∂B(x, r) is a subset of the circle ∂B(x, r),
and its boundary has to be considered in the 1-dimensional sense. More precisely,
for almost every r > 0 the set E ∩ ∂B(x, r) essentially consists of a finite union of
arcs of the circle, and the intersection of ∂∗E with the circle is simply the union of
the endpoints of all of them. Through the rest of the paper, we will often consider
intersections of sets with balls. Even if this will not be repeated every time, we will
always consider balls for which Vol’pert Theorem holds true.

2.2. The 90◦ property. — This section is devoted to present a geometric estimate,
which is the main reason why junction points are triple points. Let us consider for
a moment the Euclidean perimeter, let A,O,B be three points in R2, and let us
assume that AÔB is the greatest angle of the triangle AOB. A simple trigonometric
computation ensures that the shortest connected set containing the three points is
the union of the segments BO and OA if AÔB is larger than 120◦, while otherwise it
is the union of the three segments AP,BP and OP , being P the unique point of the
triangle AOB such that the angles OP̂B, BP̂A and AP̂O are all 120◦, see Figure 2.
We can call this the “120◦ property”. As a simple consequence, once one knows that
the boundary of a minimal cluster is done by C1 arcs, it follows that all the junction
points must be points where the different arcs meet with angles of 120◦, in particular
they must be triple points (i.e., three arcs meet).
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O A

B

> 120◦

O A

B

P

120◦

120◦

Figure 2. The “120◦ property”. The shortest connected set containing
three points A,O,B in two cases.

Let us now pass to consider a general (strictly convex and C1) density for the
perimeter, only depending on the direction, so that the unit ball C = C(x) defined
in (1.3) is the same for every x ∈ R2. As soon as C is not a Euclidean ball, the 120◦

property easily fails. Nevertheless, in order to understand whether or not the shortest
connected set containing the three points A, O and B is the union of the segments BO
and OA, there is still an interesting angle. Namely, the angle between the direction of
OA and the tangent direction to ∂C at the point in direction of OB (the direction ν

in Figure 5). It can be shown that this angle must be at least 90◦, see Step III in
the proof of Proposition 2.3. Roughly speaking, this is enough to rule out quadruple
points, because they should correspond to four angles of exactly 90◦, and in turn this
is impossible by the strict convexity of the norm. The situation is not really so simple,
but this is somehow the underlying idea.

Before giving the claim of the property, it is convenient to recall that we are con-
sidering perimeter densities which are not necessarily symmetric (the result below
in the case of a symmetric density is much simpler to prove). As discussed in Sec-
tion 1.1, a consequence of this is that we cannot speak of length of segments, but of
length of oriented segments, since in general h(ν) ̸= h(−ν). A simple example can
help to further clarify this point. Consider the cluster depicted in Figure 3, and let
us compute its perimeter inside the ball. This perimeter is given by the sum of the
lengths of the six radii from OA to OF , however these lengths have to be computed
carefully if h is not symmetric. The segment OA, for instance, belongs to the bound-
ary of E0 and E1, so its contribution to the perimeter is h(ÔA), where ÔA is the
oriented segment obtained by rotating the oriented segment OA clockwise of 90◦.
Just for simplicity of notations, as we will do in the sequel, we write h(OA) in place
of h(ÔA). The segment OB, instead, belongs to the boundary of E1 and E3, thus
its contribution is (h(OB) + h(BO))/2. Arguing analogously for the other segments,
we readily conclude that the perimeter of the cluster inside the ball is given by

h(OA) +
h(OB) + h(BO)

2
+

h(OC) + h(CO)

2
+ h(DO) + h(OE) + h(FO).

We are now in a position to state and prove the “90◦ property”.
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A

B

C

D E

F

O

E1

E3

E5

E0

E2

E0

Figure 3. The intersection of a simple cluster with a ball and its
perimeter; notice the directions of the arrows.

Proposition 2.3 (The 90◦ property). — Let h : R2 → R+ be a C1, positively 1-homo-
geneous function, strictly positive except at 0 and with strictly convex unit ball, and
let us denote by P the perimeter obtained by substituting h(x, ν) with h(ν) in (1.1).
There exists δ > 0 such that the following is true. Let E′ ⊆ R2 be a cluster whose
boundary, inside the unit ball B(0, 1), is done by a finite number of radii of the ball.
If these radii are more than three, then there exists another cluster F ⊆ R2, coinciding
with E′ outside the ball B(0, 1), such that

(2.2) P (F) ⩽ P (E′)− δ.

Proof. — We will call for simplicity “slice” each of the sectors of the ball B(0, 1) hav-
ing two consecutive radii of ∂E′ in the boundary. We will say that a slice is “white” if
it is contained in E0, otherwise we will say that it is “colored”. As already done before,
for every ν ∈ S1 we call h(ν) = h(ν̂), being ν̂ the angle obtained rotating ν of 90◦ clock-
wise, and we call h̃ the “symmetrized version” of h, that is h̃(ν) = (h(ν) + h(−ν))/2.
We let K > 0 be a number such that

(2.3) 1

K
⩽ h(ν) ⩽ K ∀ ν ∈ S1.

We assume then that there are at least four slices, and we look for a cluster F satis-
fying (2.2). The proof is divided for clarity in a few steps.

Step I. The minimal angle θmin. — First of all, we shall observe that the thesis is true
if one of the angles is too small, that is, there exist θmin > 0 and δ1 > 0 such that
a cluster F satisfying (2.2) with δ1 in place of δ can be found if one of the angles
between the radii is less than θmin. Indeed, let P,Q be two consecutive points of
∂∗E′ ∩ ∂B(0, 1), making with the origin a small angle θ, being Q slightly after P in
the counterclockwise sense. Let us consider the three slices around the two radii OP
and OQ. There are five possibilities: either the three slices are all colored; or only the
external slice having OP in the boundary is white; or the internal slice is white; or
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only the external slice having OQ in the boundary is white; or both the external ones
are white. In the first three cases, we let F be the unique cluster such that

F = E′ in R2 ∖B(0, 1), ∂F =
(
∂E′ ∖OQ

)
∪ PQ.

Instead, in the fourth case we let F be the cluster so that

F = E′ in R2 ∖B(0, 1), ∂F =
(
∂E′ ∖OP

)
∪ PQ,

and in the last case F is the cluster such that

F = E′ in R2 ∖B(0, 1), ∂F =
(
∂E′ ∖ (OQ ∪OP )

)
∪ PQ.

Keeping in mind the definition of perimeter and of h and h̃, as well as (2.3), as soon
as θ is small enough, only depending on K, in the first two cases we have

P (F)− P (E′) = h̃(PQ)− h̃(OQ) ⩽ 2K sin(θ/2)− 1

K
⩽ − 1

2K
,

and in a similar way also in the fourth and in the fifth case we have P (F)− P (E′) ⩽
−1/2K. Instead, in the third case we have

P (F)− P (E′) ⩽ h(PQ)− h(OQ) + h̃(PO)− h(PO)

= h(PQ)− h(OQ) +
h(OP )

2
− h(PO)

2

⩽ 2K sin(θ/2)− h(OQ) +
h(OP )

2
− 1

2K
⩽ 2K sin(θ/2)− 1

2K
⩽ − 1

3K
,

where the first inequality is strict if and only if the two external slices have “the same
colors”, and the second last inequality, namely h(OP ) ⩽ 2h(OQ), is true by continuity
of h as soon as θ is small enough. Summarizing, the existence of θmin and δ1 as claimed
follows, and this step is concluded.

In the next steps we will show that, for any cluster E′ as in the claim, with at
least four slices, and with all the radii making angles larger than θmin, there exists
some cluster F, coinciding with E′ outside of the unit ball, such that P (F) < P (E′).
In particular, since the points of ∂∗E′ in ∂B(0, 1) are at most 2π/θmin, by continuity
of h and compactness of S1 there must be a constant δ2 > 0, only depending on h,
such that P (F) ⩽ P (E′)−δ2. Together with Step I, this will then clearly conclude the
proof, with δ = min{δ1, δ2}.

Step II. Proof with more than a white slice. — We now show the thesis if there are at
least two white slices. In fact, in this case, we can take two white slices, corresponding
to two arcs with endpoints P,Q, and R,S respectively, in such a way that SÔP < π,
and the angle SÔP corresponds to a sector of circle which does not intersect E0 (see
Figure 4). We define then F by “joining” the two white slices as in the Figure. Notice
that ∂F is obtained by ∂E′ removing the radii PO and OS and adding the chord PS,
and by correspondingly shortening the radii contained in the sector. As a consequence,

(2.4) P (F) ⩽ P (E′)− h(PO)− h(OS) + h(PS),
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E0

E1
E3

E0

E5

E1
E2

O

P

Q

R

S

E′

E0

E1E3

E5

E1
E2

O

P

Q

R

S

F

Figure 4. The situation in Step II.

where the inequality is strict if and only if the sector contains more than a single slice,
as in the example depicted in the Figure. Since h is strictly convex in the sense of
Definition 1.1, and PO and OS are not parallel because SÔP < π, we have

h(PS) = 2h
(PO +OS

2

)
< h(PO) + h(OS),

thus by (2.4) we obtain P (F) < P (E′) and this step is concluded.

Step III. Proof with an angle AÔC < π containing a single radius, between two colored
slices. — The next step consists in proving the thesis if there are three consecutive
radii, AO, BO and CO, in such a way that both the slices between them are colored,
and that AÔC < π. The situation is depicted in Figure 5, left, where the two slices are

E1

E2

O

A

B

C

Oε

C̃

O

ν

B̂

Figure 5. The situation in Step III.

denoted by E1 and E2 just to fix the ideas. Without loss of generality we may assume
that, as in the figure, the points are ordered from A to C in the counterclockwise
sense. Outside of the sector AOC there might be further radii, not depicted in the
figure. Let us denote by C̃ the unit ball corresponding to h̃. Calling ν, as in Figure 5,
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right, the outer normal to C̃ at B̂ = B/h̃(OB), for any direction η ∈ S1 one has

(2.5) h̃(OB̂ + εη) = h̃
(
OB̂ + ε(η · ν)ν

)
+ o(ε) = 1 + εh̃(OB)

η · ν
OB · ν

+ o(ε).

Set then, as in the figure, Oε = εC for some small ε > 0, and consider the cluster F

obtained from E′ by substituting the radius OB with the segment OεB. Notice that
the difference P (F)−P (E′) is only determined by the different contribution of OB and
OεB; indeed, the segment OOε contributes to P (F) exactly as to P (E′), because on
one side of the segment nothing happens, while on the other side the set E2 is replaced
by E1, and this does not make any difference since both are colored. Therefore,

P (F)− P (E′) = h̃(OεB)− h̃(OB) = h̃(OB − εOC)− h̃(OB).

Keeping in mind the first order expansion (2.5), and observing that OB · ν > 0 by
convexity of C̃, we derive that P (F) < P (E′) for 0 < ε ≪ 1 if OC · ν > 0. The step
is then concluded in this case. Since we can perform the same argument with the
segment OA in place of OC, the step is proved unless

OA · ν ⩽ 0, OC · ν ⩽ 0.(2.6)

And in turn, we can observe that (2.6) is impossible. Indeed, the set {η ∈ R2 : η·ν ⩽ 0}
is a half-space. And since AÔC < π, if this half-space contains both OA and OC then
it must contain also OB, while as already observed OB · ν > 0.

Step IV. Proof with an angle BÔD < π containing a single radius. — The next step
consists in proving the thesis if there are two consecutive slices making together an
angle strictly less than π. Notice that this is exactly what we have done in Step III,
except for the fact that we assumed there both slices to be colored. In this step we
have then only to consider the case when one of the two slices is white. We assume
the radii to be BO, CO and DO, and without loss of generality we assume the points
B, C and D to be ordered in the counterclockwise sense, and the slice between the
radii BO and CO to be the white one, as in Figure 6.

O

B

C

D

B̃
ε

E0

E3

O

B

C

D

H
ε

E0

E3

W

Figure 6. The situation in Step IV.
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We define first a possible competitor F as in Figure 6, left. Namely, for a small,
positive ε we define B̃ = εB and we let F be the cluster obtained by E′ substituting
the radius OC with the segment B̃C. This time, the difference between P (E′) and
P (F) is given not only by the different contribution of OC and B̃C, but also by the
fact that the small segment OB̃ is between a white and a colored slice in E′, while
it is between two colored slices in F. Actually, the segment OB̃ is not even in ∂∗F if
the colored slice on the other side of OB has the same color as the slice of the sector
COD. Therefore,

(2.7) P (F)− P (E′) ⩽ h(B̃C)− h(OC) +
h(OB̃)− h(B̃O)

2
,

and the inequality is strict if and only if the colored slice on the other side of OB and
the slice of the sector COD have the same color. There is a constant κ ∈ R such that

h(B̃C)− h(OC) = κε+ o(ε)

(the exact value of κ can be found as in (2.5), but in this step this is not important).
Hence, from (2.7) we get

P (F) ⩽ P (E′) + ε
(
κ+

h(OB)− h(BO)

2

)
+ o(ε),

so that the competitor F concludes the proof in this case unless

(2.8) κ+
h(OB)− h(BO)

2
⩾ 0.

Let us then assume that this last inequality holds true, and let us define a different
competitor, as in Figure 6, right. More precisely, again for a small positive ε we define
H = −εB, and we let W be the point of intersection between the segments HC and
OD. The cluster F is then obtained by substituting the radius OC with the segment
WC. Arguing as before, and keeping in mind that the slice on the other side of OD
is surely colored by Step II, we have this time

(2.9) P (F)− P (E′) = h(WC)− h(OC) +
h(OW )− h(WO)

2
.

Notice that

h(WC)− h(OC) = h(HC)− h(OC)− h(HW ) = −κε− h(HW ) + o(ε),

so by (2.9) we get the thesis with some small ε > 0 if

lim
ε↘0

(
κ+

h(HW )

ε
+

h(WO)− h(OW )

2ε

)
> 0,

which in turn, thanks to (2.8), is surely true if

(2.10) lim
ε↘0

2h(HW ) + h(WO)− h(OW ) + h(OH)− h(HO)

ε
> 0.

Consider now the triangle WOH and observe that, by elementary geometric relations,

WÔH = DÔH = π −BÔD, HŴO = CŴD > CÔD, OĤW = BĤC >
BÔC

2
.
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Hence, the three angles of the triangle WOH depend on ε, but they are all greater
than a strictly positive constant which does not depend on ε. Since h is strictly convex,
there exists then a constant δ3 > 0 such that

h(HW ) + h(WO) ⩾ (1 + δ3)h(HO), h(OH) + h(HW ) ⩾ (1 + δ3)h(OW ).

We deduce

lim
ε↘0

2h(HW ) + h(WO)− h(OW ) + h(OH)− h(HO)

ε

⩾ lim
ε↘0

δ3
(
h(HO) + h(OW )

)
ε

⩾ lim
ε↘0

δ3h(HO)

ε
= δ3h(OB) > 0,

so (2.10) is established and the proof follows also in this case.

Step V. Conclusion. — We are now ready to conclude the thesis. By Step III and
Step IV, the only case which is left open is when there are exactly four radii, say OA,
OB, OC and OD, with the points A,B,C,D ordered in the counterclockwise sense,
and AÔC = BÔD = π, as in Figure 7, left. Since by Step II there can be at most one
white slice, we assume that the slices corresponding to the sectors AOB, BOC and
COD are colored. We are going to use only the fact that these slices are colored, the

O

C

D

B

A

H

K
W

ε

ε

O

C

D

B

A

H

K
W

Figure 7. The situation in Step V.

fact whether or not so is also the slice DOA does not play any role. As in Step III, let
us call ν the direction of the outer normal at B/h̃(OB) to C̃ = {h̃ ⩽ 1}. Since both
the sectors AOB and BOC are colored, Step III already gives the proof unless (2.6)
holds. As noticed in Step III, (2.6) is in fact impossible if AÔC < π, and if AÔC = π

it holds only if OA · ν = OC · ν = 0, which by the first order expansion (2.5) implies
that

(2.11) h̃(OB − εOC) = h̃(OB) + o(ε).

Repeating the same argument in the union of the sectors BOC and COD, which are
also both colored and correspond to the angle BÔD = π, we get the thesis unless

(2.12) h̃(OC − εOB) = h̃(OC) + o(ε).
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To conclude, we have then only to find a suitable competitor under the assumption
that (2.11) and (2.12) hold. In this final case, as in Figure 7, right, we call H = εB,
K = εC and W = ε(B + C) = H + K, and we define the cluster F substituting
in ∂E′ the radii OB and OC with the three segments OW , WB and WC, so that
in particular all the segments in ∂E′∆∂F are between two colored slices. We observe
that

h̃(WB) = h̃(OB −OW ) = h̃
(
(1− ε)OB − ε(OC)

)
= (1− ε)h̃

(
OB − ε

1− ε
OC

)
= (1− ε)h̃(OB) + o(ε) = h̃(HB) + o(ε),

where in the second last equality we have used (2.11). In the very same way, us-
ing (2.12), we have h̃(WC) = h̃(KC) + o(ε). Therefore, we get

P (F)− P (E′) = h̃(OW ) + h̃(WB) + h̃(WC)− h̃(OB)− h̃(OC)

= h̃(OW ) + h̃(HB) + h̃(KC)− h̃(OB)− h̃(OC) + o(ε)

= ε
(
h̃(OB +OC)− h̃(OB)− h̃(OC)

)
+ o(ε),

and by the strict convexity of h we deduce P (F) < P (E′) for some small, positive ε.
The proof is then concluded. □

Remark 2.4. — It is important to observe that the constant δ = δ(h) in the above
proposition only depends on the norm h. By continuity of h, we can then fix a constant
δ > 0, depending only on h and on D, such that δ ⩽ δ(h) for every h of the form
h(v) = h(x, v) for some x ∈ D. We will apply Proposition 2.3 with such a choice.

We conclude this section by presenting a simple observation and an important
consequence.

Lemma 2.5. — Let h : R2 → R+ be a convex and positively 1-homogeneous function,
and for every path γ : [0, 1] → R2 of finite length let us call len(γ) the “length of γ”
defined by

(2.13) len(γ) =

∫ 1

0

h(γ′(σ)) dσ.

For any such path γ, then, one has

len(γ) ⩾ len(γ̃),

where γ̃ : [0, 1] → R2 is the affine path connecting γ(0) with γ(1).

Proof. — This is a direct application of Jensen lemma,

len(γ) =

∫ 1

0

h(γ′(σ)) dσ ⩾ h

(∫ 1

0

γ′(σ) dσ

)
= h

(
γ(1)− γ(0)

)
= len(γ̃). □

Corollary 2.6. — Let h and len be as in Lemma 2.5, and let τ1, τ2 : [0, 1] → R2

be two injective paths of finite length which have no intersection except the points
P = τ1(0) = τ2(1) and Q = τ1(1) = τ2(0). Then, there exists an injective path
τ : [0, 1] → R2 with τ(0) = P and τ(1) = Q, which is entirely contained in the (closed)
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region enclosed by τ1 ∪ τ2, and such that, setting τ̂ : [0, 1] → R2 as τ̂(t) = τ(1 − t),
one has

(2.14) len(τ) + len(τ̂) ⩽ len(τ1) + len(τ2).

Proof. — By approximation, we can assume that the paths τ1 and τ2 are done by
finitely many linear pieces, so that the region enclosed by τ1∪τ2 is a closed polygon P.
In addition, we can also assume that every couple of vertices of P (not only the couples
of consecutive vertices) corresponds to a different direction, so in particular there are
no three aligned vertices. We argue then by induction on the number N of sides of P.

If N = 3, then necessarily one of the paths, say τ1, is simply the segment PQ, and
the other path is done by two linear pieces, say QB and BP . In this case, it is enough
to call τ the segment between P and Q, and then (2.14) is obvious by Lemma 2.5,
since

len(τ1) + len(τ2) = len(PQ) + len(QB) + len(BP ) ⩾ len(PQ) + len(QP )

= len(τ) + len(τ̂).

Let us then assume that N ⩾ 4 and that the claim has been proved for all the polygons
with strictly less sides than N . If there are two vertices B,D in τ1 such that the open
segment BD is contained in the interior of P, then we can call τ̃1 the path obtained
by τ1 by substituting the whole part between B and D with the segment BD, and
τ̃2 = τ2. The resulting polygon P̃ is contained in P and has strictly less than N

vertices. By assumption, we find then a path τ as in the claim for the polygon P̃. The
path τ is contained in P̃, hence in P, and (2.14) holds true since, again by Lemma 2.5,

len(τ) + len(τ̂) ⩽ len(τ̃1) + len(τ̃2) ⩽ len(τ1) + len(τ2).

In the same way we argue if the two vertices B,D belong to τ2.

A

Ã

B

C̃

C

D

τ1

τ2

Figure 8. A possible situation in Corollary 2.6.

Let us finally assume that there are no such vertices. A possible situation is depicted
in Figure 8. We can take three consecutive vertices A,B,C in one of the paths, say τ1,
such that the angle at B is less than π (this is clearly possible since every polygon has
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at least three angles less than π, so at least one vertex of P different from P and Q

corresponds to an angle less than π). Since the open segment AC cannot be contained
in the interior of P by assumption, the triangle ABC contains other vertices of the
polygon. In particular, there are two points Ã and C̃ in AB and BC respectively, such
that the open segment ÃC̃ is parallel to AC and intersects ∂P exactly at one point,
say D. The point D is necessarily a vertex of the polygon, and the open segment
BD is contained in the interior of P, thus by assumption D must be contained in τ2.
Let us then call τ11 the path obtained by taking the part of τ1 between P and Ã

and adding the segment ÃD, and τ21 the segment DC̃ together with the part of τ1
between C̃ and Q. Moreover, subdivide τ2 in the part τ22 between Q and D, and the
part τ12 between D and P . The paths τ11 and τ12 enclose a polygon P1, while τ21 and τ22
enclose P2. Both polygons are contained in P and have strictly less sides than P, thus
by inductive assumption we obtain a path τ1 in P1 between P and D and a path τ2

in P2 between D and Q, which satisfy the inequalities analogous to (2.14). The path τ
obtained putting together τ1 and τ2 is then a path in P1∪P2 ⊆ P, and satisfies (2.14)
since applying once again Lemma 2.5 we have

len(τ) + len(τ̂) = len(τ1) + len(τ̂1) + len(τ2) + len(τ̂2)

⩽ len(τ11 ) + len(τ12 ) + len(τ21 ) + len(τ22 ) ⩽ len(τ1) + len(τ2). □

2.3. Finitely many triple points. — We now start our construction for proving The-
orem A. Through this section and the following one, E is a fixed, minimal cluster,
satisfying the assumptions of Theorem A, and D is a fixed, closed ball. The aim of
this section is to show several preliminary properties of E, eventually establishing that
∂∗E only admits (in D) finitely many junction points, and all of them are triple points.
This will be obtained in Lemma 2.17.

We set R1 = min{Rβ , Rη} (the constants Rβ and Rη have been defined in Defi-
nition 1.2). In the following, we will define several different values of Ri with R1 ⩾
R2 ⩾ R3 ⩾ · · · . Each of these constants will only depend on E, D, g and h.

Our first result is a simple observation following from the ε− εβ property and the
η-growth condition, that one can use to build competitors. We will use it several times
in the sequel.

Lemma 2.7 (Small ball competitor). — Let B(x, r) ⊆ D be a ball such that |B(x, r)| <
ε/2 and r < R1, let E,E′ be any two clusters which coincide outside B(x, r), and call
ε = |E| − |E′|. There exists another cluster E′′ such that |E′′| = |E|, E′′ ∩ B(x, r) =

E′ ∩B(x, r) and

(2.15) P (E′′) ⩽ P (E′) + Cper|ε|β ⩽ P (E′) + Cper(2Cvolr
η)β .

This inequality is actually true also with Cper[|ε|] in place of Cper.

Proof. — We start by noticing that

|ε| ⩽
m∑
i=1

|εi| ⩽ 2|B(x, r)| < ε,
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hence we can apply the ε − εβ property to E with constant ε and point x. Hence,
there is another cluster F such that F = E inside B(x,Rβ) ⊇ B(x, r), and moreover
|F| = |E| + ε and P (F) ⩽ P (E) + Cper[|ε|]|ε|β . We define then the cluster E′′ as
the cluster which coincides with E′ inside B(x, r), and with F outside of B(x, r). Its
volume is then

|E′′| = |E′∩B(x, r)|+|F∖B(x, r)| = |E∩B(x, r)|+|E′|−|E|+|E∖B(x, r)|+|F|−|E| = |E|.

Keeping in mind the growth condition, we have

|ε| ⩽ 2|B(x, r)| ⩽ 2Cvolr
η.

As a consequence, the perimeter of E can be evaluated as

P (E′′) = P (E′;B(x, r)) + P
(
F;R2 ∖B(x, r)

)
= P (E;B(x, r)) + P (E′)− P (E) + P

(
E;R2 ∖B(x, r)

)
+ P (F)− P (E)

⩽ P (E′) + Cper[|ε|]|ε|β ⩽ P (E′) + Cper[|ε|]
(
2Cvolr

η
)β
.

Keeping in mind that Cper[|ε|] ⩽ Cper[ε] ⩽ Cper, the proof is then concluded. □

Lemma 2.8 (Perimeter in a ball is controlled by radius). — There exists a constant
R2 ⩽ R1 such that, for every B(x, r) ⊆ D with r < R2, one has

(2.16) H1(∂∗E ∩B(x, r)) < 7
hmax

hmin
r.

Proof. — We let R2 ⩽ R1 be so small that

CvolR
η
2 <

ε

2
, Cper

(
2CvolR

η
2

)β
<
hmax

2
R2.(2.17)

Notice that the first inequality is true for every R2 small enough. The same is true for
the second one if ηβ > 1. Instead, if ηβ = 1, the second inequality is true regardless
of the value of R2 thanks to (2.1) as soon as we define

(2.18) C1
per =

hmax

2β+1Cβ
vol

.

Take now r < R2 and x ∈ R2 as in the claim. Let us define the cluster E′ by setting
E′

1 = E1 ∪B(x, r) and E′
i = Ei ∖B(x, r) for every i ∈ {2, . . . ,m}. Clearly

(2.19) P (E′) ⩽ P (E)− hminH
1(∂∗E ∩B(x, r)) + 2πrhmax.

Let us call ε ∈ Rm the vector given by εi = |Ei∩B(x, r)| for every i ∈ {2, . . . ,m}, and
ε1 = −|B(x, r) ∖ E1|, so that |E| = |E′| + ε. Notice that |B(x, r)| ⩽ Cvolr

η < ε/2 by
the first property in (2.17). Hence, we can apply Lemma 2.7 to get another cluster E′′

satisfying (2.15), so that

P (E′′) ⩽ P (E′) + Cper(2Cvolr
η)β < P (E′) +

hmax

2
r
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by the second property in (2.17), which is clearly valid with every r < R2 in place
of R2. Putting this estimate together with (2.19), and recalling that P (E) ⩽ P (E′′)

by minimality of E and since |E′′| = |E| by Lemma 2.7, we get

H1(∂∗E ∩B(x, r)) ⩽ 2πr
hmax

hmin
+
hmax

2hmin
r < 7

hmax

hmin
r,

hence the proof is concluded. □

We can now show that there can be no “islands” in small balls, that is, if a set Ei

intersects a small ball then it must also intersect its boundary. Notice that, at least
for the moment, i cannot attain the value 0, hence it is still possible that there is a
empty hole (or “lake”) compactly contained inside a small ball. We will rule out this
possibility later.

Lemma 2.9 (No-islands). — There exist a constant K > 0, only depending on D, h
and E, and a constant R3 ⩽ R2, such that for every r < R3, every finite perimeter
set G ⊆ B(x, r) ⊆ D and every i ∈ {1, . . . ,m}, one has

(2.20) H1
(
∂∗(Ei ∩G)

)
⩽ KH1

(
Ei ∩ ∂∗G

)
.

In particular, if for some i ∈ {1, . . . ,m} one has

(2.21) |Ei ∩G| > 0,

then also

(2.22) H1(Ei ∩ ∂∗G) > 0.

Proof. — Let R3 ⩽ R2 be a constant, to be made precise later, take a set of finite
perimeter G contained in a ball B(x, r) ⊆ D with r < R3, and fix i ∈ {1, . . . ,m}.
To get the thesis it is enough to prove (2.20). Indeed, if (2.21) holds true, then
H1(∂∗(Ei ∩G)) > 0, which by (2.20) gives (2.22).

Let us call F = Ei ∩G, and assume that |F | > 0, since otherwise (2.20) is emptily
true. We claim that, provided K is large enough, if (2.20) is false then we can find a
competitor, that is, a cluster E′ such that

E′ = E outside F , P (E′) ⩽ P (E)− h2min

3mhmax
H1(∂∗F ).(2.23)

We shall first observe that the existence of such a cluster is impossible if R3 has been
taken small enough, so that the thesis will follow by proving the claim. By Lemma 2.1,
from (2.23), right, we deduce

(2.24) P (E′) ⩽ P (E)− h2min

3mh2max

P (F ) ⩽ P (E)− h3min

3C
1/η
vol mh

2
max

|F |1/η.

Let us define ε = |E| − |E′|, so that by (2.23), left, |ε| ⩽ 2|F |. Applying Lemma 2.7,
we get a cluster E′′ with |E′′| = |E| and

P (E′′) ⩽ P (E′) + Cper|ε|β ⩽ P (E′) + Cper2
β |F |β .
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Putting this inequality together with (2.24), by the optimality of E we find

(2.25) |F |β−1/η ⩾
h3min

3 · 2βCperC
1/η
vol mh

2
max

.

We can again distinguish the case ηβ = 1 and the case ηβ > 1. If ηβ = 1, then the
above inequality is false thanks to (2.1) if we define

(2.26) C2
per =

h3min

3 · 2βC1/η
vol mh

2
max

,

so we have already found the desired contradiction and the thesis follows simply by
taking R3 = R2. Instead, if ηβ > 1, keeping in mind that

|F | ⩽ |G| ⩽ |B(x, r)| ⩽ Cvolr
η

by the growth condition, the estimate (2.25) is clearly false if r is small enough,
so we can find some R3 ⩽ R2 such that the desired contradiction follows also in
this case. Summarizing, the thesis follows if we prove the existence of a cluster E′

satisfying (2.23) under the assumption that (2.20) does not hold and with K large
enough.

For every j ∈ {0, . . . ,m}, j ̸= i, we define Γj := ∂∗F ∩ ∂∗Ej . Since

∂∗G ∩ Ei ⊆ ∂∗F ⊆ ∂∗Ei ∪
(
∂∗G ∩ Ei

)
,

and H1-a.e. point of ∂∗Ei belongs also to ∂∗Ej for exactly one j ∈ {0, . . . ,m}, j ̸= i,
we have

(2.27) ∂∗F =
(
∂∗G ∩ Ei

)
∪

⋃
j∈{0,1,...,m}

j ̸=i

Γj

up to negligible sets, and the m + 1 sets are essentially disjoint. Consider now the
inequality

(2.28) H1(Γ0) ⩾
(
1− hmin

3hmax

)
H1(∂∗F ).

The definition of the competitor E′ will depend on whether or not this inequality
holds true. First of all, we assume that the inequality holds. In this case, we let E′

be the cluster such that E′
i = Ei ∖ F and E′

j = Ej for every j ∈ {1, . . . ,m}, j ̸= i,
so that (2.23), left, is true. In order to compare P (E) and P (E′), we notice that
∂∗E′ =

(
∂∗E∖Γ0

)
∪
(
∂∗G∩Ei

)
, and also that, for each 1 ⩽ j ⩽ m, j ̸= i, the set Γj is

contained both in ∂∗E and in ∂∗E′, but its contribution to the perimeter is different.
In fact, in ∂∗E the set Γj is a common boundary between two “colored” sets, namely,
Ei and Ej , while in ∂∗E′ it is common boundary between a colored and a white set,
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that is, E′
j and E′

0. Consequently, making use of (2.28), we can estimate

P (E′)− P (E) ⩽ −hminH
1(Γ0) + hmaxH

1(∂∗F ∖ Γ0)

= hmaxH
1(∂∗F )−

(
hmin + hmax

)
H1(Γ0)

⩽

(
hmax − (hmin + hmax)

(
1− hmin

3hmax

))
H1(∂∗F )

= hmin

(
−2

3
+

hmin

3hmax

)
H1(∂∗F ) ⩽ −hmin

3
H1(∂∗F )

⩽ − h2min

3mhmax
H1(∂∗F ),

which is (2.23), right. We have then found the searched competitor if (2.28) holds.
Let us then finally assume that (2.28) is false. As a consequence, using (2.27) and

the fact that (2.20) is false, we have∑
j∈{1,...,m}

j ̸=i

H1(Γj) = H1(∂∗F )−H1(∂∗G ∩ Ei)−H1(Γ0) >
( hmin

3hmax
− 1

K

)
H1(∂∗F ).

Calling then ℓ = argmax
{
H1(Γj), 1 ⩽ j ⩽ m, j ̸= i

}
, we have

(2.29) H1(Γℓ) ⩾
1

m− 1

∑
j∈{1,...,m}

j ̸=i

H1(Γj) ⩾
hmin

3(m− 1/2)hmax
H1(∂∗F ),

where the last inequality is true if K is large enough. In this case, we define E′

the cluster such that E′
i = Ei ∖ F , E′

ℓ = Eℓ ∪ F , and E′
j = Ej for every j ∈

{1, . . . ,m}∖ {i, ℓ}. Notice that (2.23), left, holds true, and this time

∂∗E′ =
(
∂∗E∖ Γℓ

)
∪
(
∂∗G ∩ Ei

)
.

Moreover, for every j ∈ {1, . . . ,m}, j /∈ {i, ℓ} the contribution of Γj to P (E) and to
P (E′) is the same (here we are using that i ̸= 0). As a consequence, we have

P (E′) ⩽ P (E)− hminH
1(Γℓ) + hmaxH

1(∂∗G ∩ Ei) ⩽ P (E)− h2min

3mhmax
H1(∂∗F ),

where the last inequality is true by (2.29), by the fact that (2.20) is false, and up to
possibly increasing the value of K. We have then proved (2.23), right, and the proof
is completed. □

The same result that we have just proved is also true for the case i = 0 (and
we call this case “no-lakes” instead of “no-island”), but our proof above does not
work. We now show the no-lakes result in a simplified case, namely, for “holes” whose
boundary entirely belongs to a same ∂∗Eℓ, with 1 ⩽ ℓ ⩽ m. Later on, we will show it
in full generality.

Lemma 2.10 (No-lakes, part 1). — Let B(x, r) ⊆ D be a ball with r < R3, and let 1 ⩽
ℓ ⩽ m. There is no set F ⊆ B(x, r)∖Eℓ, thus in particular no set F ⊆ B(x, r) ∩E0,
with |F | > 0 and ∂∗F ⊆ ∂∗Eℓ.
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Proof. — We argue as in Lemma 2.9, but the situation is now much simpler. Assume
the existence of x, r, ℓ and F as in the claim, and define E′ the cluster such that
E′

ℓ = Eℓ ∪ F , and E′
j = Ej ∖ F for every j ∈ {1, . . . ,m}, j ̸= ℓ. By assumption,

∂∗E′ = ∂∗E∖ (∂∗F ∪ F ), and in particular

P (E′) ⩽ P (E)− hminH
1(∂∗F ).

Since this inequality is stronger than (2.23), we conclude exactly as in Lemma 2.9. □

As a consequence of the last two results, we can observe a first regularity property
for the sets Ei, 1 ⩽ i ⩽ m, mild but useful.

Lemma 2.11. — For every ball B(x, r) ⊆ D with r < R3 and for every i ∈ {1, . . . ,m},
the set Ei ∩ B(x, r) is an open set (taking the set of points with density 1 as repre-
sentative). Moreover, for every connected component F of Ei ∩ B(x, r), there exists
an injective curve γ : S1 → R2 of finite length such that ∂∗F = ∂F = γ(S1) up to
H1-negligible subsets, and H1

(
∂F ∩ ∂B(x, r)

)
> 0.

It is important to notice that, in the above result, the connectedness of F should
be in principle meant in the measure theoretic sense, see the Appendix. However, an
immediate consequence of the result itself is that the measure theoretical connected
components are actually connected in the topological sense.

Proof of Lemma 2.11. — We can assume that |Ei ∩ B(x, r)| > 0, since otherwise the
result is emptily true. Let then F be either the whole set Ei ∩ B(x, r) or one of
its connected components. Since F ⊆ Ei, then (2.21) holds with G = F , hence
also (2.22) is true, i.e., H1(Ei∩∂∗F ) > 0. Observing that ∂∗F ⊆ ∂∗Ei∪∂B(x, r) and
H1(Ei ∩ ∂∗Ei) = 0, we deduce that

0 < H1(Ei ∩ ∂∗F ) ⩽ H1(∂∗F ∩ ∂B(x, r)).

Therefore, keeping in mind Theorem A.2, Lemma A.3 and Lemma A.5, all we have to
do is to check that F is quasi-minimal and has no holes (in the sense of Definition A.4).

We start proving that F has no holes. By contradiction, assume the existence of
U ⊆ R2 ∖ F with H2(U) > 0 and such that ∂∗F = ∂∗U ∪ ∂∗(F ∪ U), which implies
that U ⊆ B(x, r). Up to H1-negligible subsets, all points of ∂∗U have density 1/2

with respect to U , and also with respect to F since ∂∗U ⊆ ∂∗F . Since U ∩ F = ∅,
this implies that H1-a.e. point of ∂∗U has density 1 with respect to U ∪F . And since
U ∪F ⊆ B(x, r), we deduce that ∂∗U ∩∂B(x, r) is H1-negligible, which recalling that
∂∗U ⊆ ∂∗F ⊆ ∂∗Ei ∪ ∂B(x, r) gives

(2.30) ∂∗U ⊆ ∂∗Ei H1-a.e.

Observe now that U does not intersect F , but it could still intersect Ei. Nevertheless,

(2.31) H1
(
∂∗(Ei ∩ U) ∩ ∂∗U

)
= 0.

Indeed, up to H1-negligible subsets, points of ∂∗(Ei∩U) have density 1/2 with respect
to Ei ∩ U , and points of ∂∗U ⊆ ∂∗F have density 1/2 with respect to F ⊆ Ei ∖ U ,
so H1-a.e. point of ∂∗(Ei ∩ U) ∩ ∂∗U has density 1 with respect to Ei, and by (2.30)

J.É.P. — M., 2023, tome 10



Steiner property for planar clusters. Anisotropic case 1015

this gives (2.31), which in particular implies that the set V = U ∖Ei satisfies |V | > 0.
Summarizing, V is a subset of B(x, r)∖ Ei, and by construction and (2.30) we have
∂∗V ⊆ ∂∗U ∪∂∗Ei ⊆ ∂∗Ei. The existence of such a set V is excluded by Lemma 2.10,
thus we have proved that F has no holes.

Hence, to conclude the proof, we only have to deal with the quasi-minimality.
Since F ⊆ B(x, r), it is enough to take a ball B(z, ρ) intersecting F and with ρ < R3.
To prove the quasi-minimality we have to find a constant Cqm, only depending on D, h
and E, such that for every set H with F∆H ⋐ B(z, ρ) one has

(2.32) H1
(
∂∗F ∩B(z, ρ)

)
⩽ CqmH

1
(
∂∗H ∩B(z, ρ)

)
.

Let us call G1 = F∖H and G2 = H∖F , and notice that G1, G2 ⋐ B(z, ρ). We clearly
have

(2.33) ∂∗F ∩B(z, ρ) ⊆ ∂∗G1 ∪ ∂∗G2 ∪
(
∂∗H ∩B(z, ρ)

)
.

Applying Lemma 2.9 to the set G1 we get

(2.34) H1(∂∗G1) = H1
(
∂∗(G1 ∩ Ei)

)
⩽ KH1

(
Ei ∩ ∂∗G1

)
⩽ KH1

(
∂∗H ∩B(z, ρ)

)
,

where the first equality holds since G1 = G1 ∩Ei, and the last inequality is true since
∂∗G1 ⊆

(
∂∗Ei ∪ ∂∗H

)
∩ B(z, ρ), and then H1-a.e. point of ∂∗G1 ∩ Ei cannot be in

∂∗Ei, so it must be in ∂∗H ∩B(z, ρ).
Let us now pass to consider G2. Let us call Ẽ the cluster such that Ẽi = Ei ∪ G2

and Ẽj = Ej ∖ G2 for every j ̸= i. As already observed while proving Lemma 2.10,
we get a contradiction with the same argument of Lemma 2.9 if

P (Ẽ) ⩽ P (E)− hmin

2
H1(∂∗G2).

In fact, in the proof of Lemma 2.10 we were using the same inequality with hmin

in place of hmin/2, but both work since both inequalities are stronger than (2.23).
Therefore, we know that

(2.35) P (Ẽ) > P (E)− hmin

2
H1(∂∗G2).

Let us now observe that

(2.36)
(
∂∗G2 ∩ ∂∗F

)
∩ ∂∗Ẽ = ∅.

Indeed, H1-a.e. y ∈ ∂∗G2 ∩ ∂∗F has density 1/2 with respect to F . Moreover, it has
density 1/2 with respect to G2, which does not intersect F , so density 1 with respect
to F ∪G2 ⊆ Ẽi. Thus, y /∈ ∂∗Ẽ and (2.36) is established. Moreover, ∂∗Ẽ∖∂∗E ⊆ ∂∗G2,
which by (2.36) becomes

∂∗Ẽ∖ ∂∗E ⊆ ∂∗G2 ∖ ∂∗F.

By (2.35) we obtain the estimate
hmin

2
H1(∂∗G2) > P (E)− P (Ẽ) ⩾ hminH

1
(
∂∗G2 ∩ ∂∗F

)
− hmaxH

1
(
∂∗G2 ∖ ∂∗F

)
= hminH

1
(
∂∗G2

)
− (hmin + hmax)H

1
(
∂∗G2 ∖ ∂∗F

)
⩾ hminH

1
(
∂∗G2

)
− (hmin + hmax)H

1
(
∂∗H ∩B(z, ρ)

)
,

J.É.P. — M., 2023, tome 10



1016 V. Franceschi, A. Pratelli & G. Stefani

which can be rewritten as

H1(∂∗G2) <
2(hmin + hmax)

hmin
H1

(
∂∗H ∩B(z, ρ)

)
.

Putting this inequality together with (2.34), we obtain (2.32) thanks to (2.33). □

Notice that, as a consequence of the above regularity result, for each ball B(x, r)⊆D

with r < R3, and each i ∈ {1, . . . ,m}, the boundary of Ei ∩ B(x, r) is done by
a countable union of closed, injective curves. Since all these curves have to reach
∂B(x, r), they are actually finitely many if Vol’pert Theorem 2.2 holds for B(x, r)

and H0(∂∗E ∩ ∂B(x, r)) < +∞, which is true for almost each r > 0.
Observe now that, when two sets of the minimal cluster have some common bound-

ary, then two of these curves have some intersection. We show now that these inter-
sections between different curves behave not too crazily.

Lemma 2.12. — There exists R4 ⩽ R3 such that the following holds. Let B(x, r) ⊆ D

be a ball with r < R4, let γ1, γ2 : S1 → B(x, r) be two curves as in Lemma 2.11, not
necessarily different, and let τ1, τ2 : [0, 1] → B(x, r) be two injective subpaths of γ1
and γ2 such that

τ1(0) = τ2(1), τ1(1) = τ2(0).

Then the paths τ1 and τ2 coincide, that is, τ1((0, 1)) = τ2((0, 1)). More generally, if

τ1
(
(0, 1)

)
∩ τ2

(
(0, 1)

)
= ∅, τ1(0) = τ2(1),

then

(2.37)
∣∣τ1(0)− τ1(1)

∣∣ ⩽ C1|τ1(1)− τ2(0)|

for some constant C1 > 1 depending only on D, h and E.

Before giving the proof of this result, we briefly explain its meaning, also with the
aid of Figure 9. Let γ1 and γ2 be two curves as in Lemma 2.11, and let us select

Ej

Ek

P

Q1

Q2

τ1

τ2

Figure 9. The curves τ1 and τ2 and the points P , Q1 and Q2 in Lemma 2.12.
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two subpaths, τ1 of γ1 and τ2 of γ2, both entirely contained in the interior of the ball
B(x, r). The first part of the claim says that if the two paths have the same endpoints,
then they have to coincide. In other words, if two curves γ1 and γ2 have two points
in common, then they remain together between them. The second part of the claim
considers a more general situation, namely, when τ1 and τ2 have disjoint interiors
and one common endpoint, called P in the figure (in particular, τ1 and τ2 could
be consecutive subpaths of a same curve γ1 = γ2). The other endpoints are called
respectively Q1 and Q2. The inequality (2.37) then says that Q1 and Q2 cannot be
too close, with respect to the distance between P and Q1. We have then to exclude
the situation depicted in the figure, where Q1 and Q2 are very close to each other.

Notice that the second part of the statement implies the first one. Indeed,
if Q1 = Q2 then (2.37) gives P = Q1, which is impossible since τ1 is an injective
path. This means that if τ1 and τ2 have disjoint interiors then they cannot have the
same endpoints. And in turn, this implies the first part of the statement, since two
different paths with the same endpoints clearly admit two subpaths with the same
endpoints and disjoint interiors.

Proof of Lemma 2.12. — Thanks to the above discussion, we only prove the second
part of the statement. Let R4 ⩽ R3 be a small constant, which will be made precise
later. For simplicity of notation, as in Figure 9 we set

P = τ1(0) = τ2(1), Q1 = τ1(1), Q2 = τ2(0), d = |Q1 −Q2|,

so that (2.37) can be rewritten as |P − Q1| ⩽ C1d. We limit ourselves to show the
second part of the thesis, that is, that (2.37) holds if τ1 and τ2 have disjoint interiors.
Indeed, this implies that in the case of disjoint interiors it is impossible that Q1 = Q2.
And as a consequence, if Q1 = Q2 then τ1 and τ2 have to coincide, because otherwise
there are further subpaths of τ1 and τ2 with disjoint interiors and the same endpoints,
which has been excluded.

For brevity, and with a small abuse of notation, the image of a path τ : [0, 1] → R2

will be sometimes denoted as τ instead of τ([0, 1]). We first assume that, as in the
figure,

(2.38) the interior of the segment Q1Q2 does not intersect τ1 ∪ τ2,

at the end we will easily remove this assumption. Putting together τ1, the segment
Q1Q2, and τ2, we obtain then an injective, closed path in B(x, r), which encloses a
closed region that we call G. Without loss of generality we assume that this path is
followed clockwise, as in the figure. We also call 1 ⩽ j, k ⩽ m the two indices such
that the set enclosed by γ1 (resp. γ2) is contained in Ej (resp. Ek). Notice that j and k
are not necessarily different, in particular if γ1 = γ2 then of course j = k. Observe
that H1-a.e. point of τ1∪τ2 has density 1/2 with respect to Ej or Ek, hence it cannot
have density 1 with respect to any of the sets of the cluster. As a consequence, for
every i ∈ {1, . . . ,m}, regardless whether or not i coincides with one between j and k,
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applying (2.20) of Lemma 2.9 we get
H1(∂∗(Ei ∩G) ∩ (τ1 ∪ τ2)) ⩽ H1(∂∗(Ei ∩G))

⩽ KH1(Ei ∩ ∂∗G) = KH1(Ei ∩Q1Q2).
(2.39)

We can now easily reduce ourselves to the case when

H1
(
τ1 ∩ ∂∗(Ej ∩G)

)
= 0, H1

(
τ2 ∩ ∂∗(Ek ∩G)

)
= 0.(2.40)

Indeed, the path τ1 is part of the boundary of a connected component of Ej ∩B(x, r),
and then Ej is “on one side of τ1”. In other words, H1-a.e. point of τ1 has density 1/2

with respect to Ej and, up to H1-negligible sets, either all points of τ1 have density
1/2 with respect to Ej ∖G, or they all have density 1/2 with respect to Ej ∩G. The
first case corresponds to the left assumption in (2.40), and it is the one depicted in
Figure 9. As a consequence, if the left property of (2.40) fails, then by (2.39) with
i = j we have

|τ1(0)−τ1(1)| ⩽ H1(τ1) ⩽ H1
(
∂∗(Ej∩G)∩(τ1∪τ2)

)
⩽ K|Q1−Q2| = K|τ1(1)−τ2(0)|,

then (2.37) is already proved with C1 = K. Similarly, if the right property of (2.40)
fails, then

|τ1(0)− τ1(1)| = |τ2(1)− τ1(1)| ⩽ H1(τ2) + |τ1(1)− τ2(0)| ⩽ (K + 1)|τ1(1)− τ2(0)|,

hence we have again the validity of (2.37) with C1 = K + 1. Therefore, from now on
and without loss of generality we assume that (2.40) is true.

Putting together all the bounds (2.39) varying 1 ⩽ i ⩽ m, we have

H1(Γ) ⩽ Kd, where Γ =
⋃m

i=1 ∂
∗(Ei ∩G) ∩ (τ1 ∪ τ2).(2.41)

This bound gives an important information. Namely, if d≪ |Q1 − P |, then Γ is only
a very small portion of τ1 ∪ τ2. In other words, it is possible that some curves γh as
in Lemma 2.11 enter in G, at least if Q1 ̸= Q2 (such curves are not shown in Figure 9
to keep the figure clear). Nevertheless, these curves cover only a small part of τ1 ∪ τ2.
As a consequence, the greatest part of τ1 ∪ τ2 does not belong to Γ, and then by
construction it is done by points which belong to ∂∗E0.

We call now h : R2 → R+ the function given by h(v) = h(x, v) for every v ∈ R2

(keep in mind that x is the center of the disk), we set h : R2 → R as h(ν) = h(ν̂),
where ν̂ is the angle obtained by rotating ν of 90◦ clockwise, and we denote by len the
length of curves given by (2.13). Applying then Corollary 2.6 to the paths τ1 ∪Q1Q2

and τ2, which are two injective paths, disjoint except for the common endpoints
(i.e., P and Q2), we get an injective path τ : [0, 1] → G connecting P and Q2 and
satisfying (2.14), which reads as

(2.42) len(τ) + len(τ̂) ⩽ len(τ1 ∪Q1Q2) + len(τ2) ⩽ len(τ1) + len(τ2) + hmaxd.

We call G1 and G2 the parts of G enclosed by τ1∪Q1Q2∪ τ̂ and by τ ∪τ2 respectively,
and we are in a position to define the competitor E′. In fact, we set E′

i = Ei ∖G for
every i /∈ {j, k}. Moreover, if j ̸= k then we set E′

j = Ej∪G1 and E′
k = Ek∪G2, while

if j = k we set E′
j = Ej ∪ G. Notice that, in this way, and keeping in mind (2.40),
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we remove from ∂∗E both τ1 and τ2, as well as the part of ∂∗E which was in the
interior of G, if any. Conversely, we add a part of the segment Q1Q2 and, if j ̸= k,
the path τ (that could contain parts of τ1 and τ2, which would then be re-added to
the boundary). In particular, notice that if j ̸= k then the path τ is added to ∂∗E′,
and it is common boundary between E′

j and E′
k. Instead, if j = k, then τ is simply

not added to ∂∗E′.
Recalling that ω is the modulus of continuity of h in the first variable inside D, we

select R4 so small that ω(R4) < hmin/6, thus for every y ∈ B(x, r) and ν ∈ S1 we
have
5

6
h(ν) ⩽ h(ν)− hmin

6
< h(ν)−ω(r) ⩽ h(y, ν) ⩽ h(ν)+ω(r) < h(ν)+

hmin

6
⩽

7

6
h(ν).

As a consequence, keeping in mind that τ1∪Q1Q2∪ τ2 is a clockwise and closed path,
and that points of τ1 ∖ Γ (resp. τ2 ∖ Γ) belong to ∂∗Ej ∩ ∂∗E0 (resp. ∂∗Ek ∩ ∂∗E0),
we use (2.42) and (2.41) to get

P (E′)− P (E) ⩽
7

6

len(τ) + len(τ̂)

2
− 5

6

(
len(τ1) + len(τ2)

)
+ hmax

(
H1(Γ) + d

)
⩽ −1

4

(
len(τ1) + len(τ2)

)
+ hmax

(
H1(Γ) +

19

12
d
)

(2.43)

⩽ −hmin

4
H1(τ1 ∪ τ2) + hmax(K + 2) d.

Let us call again ε = |E| − |E′|, so that by construction, by the (Euclidean) isoperi-
metric inequality we have

|ε|β ⩽ (2|G|)β ⩽
1

(2π)β
(
H1(τ1∪ τ2)+d

)2β
⩽ H1(τ1∪ τ2)2β +d2β ⩽ H1(τ1∪ τ2)2β +d.

Notice that, in the last inequality, we have used the fact that β ⩾ 1/2, which is
true since ηβ ⩾ 1 and the η-growth condition implies that η ⩽ 2, and the fact that
d < 1, which is obvious as soon as R4 < 1/2. We can now apply Lemma 2.7 to find a
cluster E′′ with |E′′| = |E| and such that, also by (2.43),
P (E′′) ⩽ P (E′) + Cper|ε|β

⩽ P (E)− hmin

4
H1(τ1 ∪ τ2) +

(
hmax(K + 2) + Cper

)
d+ CperH

1(τ1 ∪ τ2)2β .

The optimality of E implies then that
hmin

4
H1(τ1 ∪ τ2) ⩽

(
hmax(K + 2) + Cper

)
d+ CperH

1(τ1 ∪ τ2)2β .

We now claim that

(2.44) hmin

5
H1(τ1 ∪ τ2) ⩽

(
hmax(K + 2) + Cper

)
d.

This inequality follows from the previous one as soon as we show that

CperH
1(τ1 ∪ τ2)2β ⩽

hmin

20
H1(τ1 ∪ τ2).

If β > 1/2, this last bound clearly holds as soon as H1(τ1 ∪ τ2) is small enough, and
in turn, since τ1 ∪ τ2 ⊆ ∂∗E, this is true by Lemma 2.8, up to possibly decreasing R4.
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Instead, if β = 1/2, and then necessarily η = 2 and ηβ = 1, the bound holds by (2.1)
as soon as we define

(2.45) C3
per =

hmin

20
.

We have then shown the validity of (2.44), which implies (2.37) since |τ1(1)−τ2(0)| = d

and |τ1(0)− τ1(1)| = |P −Q1| ⩽ H1(τ1). Summarizing, we have concluded the proof
under the additional assumption (2.38).

We are then only left to consider the case when the interiors of τ1 and τ2 are
disjoint and the open segment Q1Q2 intersects points of τ1 ∪ τ2. In this case, since
τ1([0, 1]) and τ2([0, 1]) are closed, we can define Q̃1 and Q̃2 two points with minimal
distance among the pairs in τ1 ∩Q1Q2 and τ2 ∩Q1Q2. We can then call τ̃1 (resp. τ̃2)
the subpath of τ1 (resp. τ2) between P and Q̃1 (resp. between Q̃2 and P ). Since by
minimality the open segment Q̃1Q̃2 does not intersect τ̃1 ∪ τ̃2 ⊆ τ1 ∪ τ2, we know the
validity of (2.37) for τ̃1 and τ̃2. Therefore, we easily deduce the validity also for τ1
and τ2, since using the minimality of Q̃1 and Q̃2 we get∣∣τ1(0)− τ1(1)

∣∣ = |P −Q1| ⩽ |P − Q̃1|+ |Q̃1 −Q1| ⩽ C1|Q̃1 − Q̃2|+ |Q̃1 −Q1|

⩽ C1|Q̃1 −Q2|+ |Q̃1 −Q1| ⩽ C1|Q1 −Q2| = C1|τ1(1)− τ2(0)|. □

An immediate corollary of the above result is the following one, which generalizes
a part of the claim of Lemma 2.11 also to E0.

Corollary 2.13. — Let B(x, r) ⊆ D be a ball with

r < R4 and 0 < H0(∂∗E ∩ ∂B(x, r)) <∞,

and let F be a connected component of E0 ∩ B(x, r). There exists an injective map
γ : S1 → R2 of finite length such that ∂∗F = ∂F = γ(S1) up to H1-negligible subsets.

Proof. — Let us take the collection {γj} of all the curves given by Lemma 2.11, which
parametrize the boundaries of all the connected components of the sets Ei ∩ B(x, r)

with 1 ⩽ i ⩽ m. Since all these curves have to reach ∂B(x, r), by assumption and also
using Vol’pert Theorem 2.2 we deduce that they are finitely many. For each j, the
set γj ∩ B(x, r) is a disjoint, finite union if injective subpaths γhj : (0, 1) → B(x, r),
each of them having both endpoints in ∂B(x, r). Hence, altogether there are only
finitely many paths γhj . Notice that ∂∗E ∩ B(x, r) coincides with the union of these
paths. Moreover, H1-a.e. point z ∈ ∂∗E ∩ B(x, r) belongs to exactly two boundaries
∂∗Ei ∩ B(x, r) with 0 ⩽ i ⩽ m. If both boundaries correspond to indices i ̸= 0, then
z belongs to exactly two of the paths γhj , and z /∈ ∂∗E0. Conversely, if one of the
two boundaries corresponds to i = 0, thus in particular z ∈ ∂∗E0, then z belongs
to exactly one of the paths γhj . Therefore, ∂∗E0 ∩ B(x, r) coincides H1-a.e. with the
points belonging to exactly one of the paths γhj .

Notice now that, by construction and thanks to Lemma 2.12, the intersection be-
tween any two of the paths γhj is either empty, or a single point, or a common closed
subpath. As a consequence, ∂∗E0∩B(x, r) coincides H1-a.e. with the union of finitely
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many injective curves τk : (0, 1) → B(x, r) of finite length, which are the parts of
the paths γhj which do not belong to any other of the paths. By construction, the
curves τk are pairwise disjoint. As a consequence, every endpoint of each curve τk
must be also endpoint of some of the other curves, and then the claim immediately
follows. □

Notice that, by Lemma 2.11 and Corollary 2.13, we now know that the sets ∂E
and ∂∗E coincide in D up to H1-negligible subsets. We can now show the existence of
arbitrarily small circles around each point of D with at most three points of ∂E.

Lemma 2.14 (At most three points). — There exist R5 ⩽ R4 and C2 > 2, only
depending on h, D and E, such that for every ball B(x, r) ⊆ D with r < R5 there is
r/C2 ⩽ ρ ⩽ r such that

(2.46) #
(
∂E ∩ ∂B(x, ρ)

)
⩽ 3.

Proof. — As already done several times, we start by defining h : R2 → R+ as h(v) =
h(x, v), and P the perimeter obtained by substituting h with h in (1.1). Moreover,
we call again h : R2 → R+ the function such that h(ν) = h(ν̂) where ν̂ is the angle
obtained by rotating ν of 90◦ clockwise, and we denote by len the length of curves
given by (2.13).

Let now M be the smallest integer strictly larger than 1+7hmax/hmin. Let R5 ⩽ R4

and C2>2 be two constants to be specified later, and let us take a ball B(x, r)⊆D with
r < R5. By Lemma 2.8, there exists a radius r/M ⩽ r0 ⩽ r such that ∂B(x, r0) ∩ ∂E
is made by at most M points. More precisely, r0 is a Lebesgue point of the function
ρ 7→ H0(∂B(x, ρ) ∩ ∂E), and the value of this function at ρ = r0 is at most M .

By Lemma 2.11, for every i ∈ {1, . . . ,m} the boundary of each connected compo-
nent of the set Ei ∩ B(x, r0) is a closed curve of finite length intersecting ∂B(x, r0).
Intersecting these curves with the interior of the ball, we have finitely many paths
of finite length inside B(x, r0) with both endpoints on ∂B(x, r0). Let us denote by
ψj : (0, 1) → B(x, r0) these paths. We observe that they are at most M . Indeed, every
path has two endpoints in ∂B(x, r0) ∩ ∂E, and the fact that ρ is a Lebesgue point of
ρ 7→ H0(∂E ∩ ∂B(x, ρ)) implies that each point of ∂B(x, r0) ∩ ∂E can be endpoint of
at most two paths. For every j, we call

ρj = min
{
|ψj(t)− x|, 0 < t < 1

}
∈ [0, r0).

Remember that different paths may have parts in common, actually H1-a.e. point of
∂E∖∂E0 belongs to two different paths, as already observed in Corollary 2.13 (where
we called the paths γhj instead of ψj). However, by Lemma 2.12, the intersection
between any two of the paths is either empty, or a common closed subpath, which
might be a single point. Let then ψk and ψℓ be two paths such that ψk ∩ ψℓ ̸= ∅, let
us call γ : [0, 1] → R2 a parametrization of ψk ∩ ψℓ, either injective or constant, and
set ρ±k,ℓ ∈ [0, r0) as

ρ−k,ℓ = |γ(0)− x|, ρ+k,ℓ = |γ(1)− x|.
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Notice that the orientation of γ is not uniquely determined, but the pair ρ±k,ℓ is well-
defined. Let now H > 2C1+1 be a large constant, only depending on D, h and E and
to be specified later. Since the paths ψj are at most M , the constants ρj and ρ±k,ℓ are
at most M2. As a consequence, we can fix

(2.47) r0
H2M2+3

< r1 <
r0
H

such that for every j, and for every pair (k, ℓ) such that ψk ∩ ψℓ ̸= ∅ we have

ρj /∈
[r1
H
,Hr1

]
, ρ±k,ℓ /∈

[r1
H
,Hr1

]
.(2.48)

Roughly speaking, this means that nothing “special” happens for a while around the
circle ∂B(x, r1). More precisely, every path which enters in the ball B(x,Hr1) has to
enter also in the much smaller ball B(x, r1/H), and the intersection between every
two paths has to start/end either outside of the ball B(x,Hr1), or inside the small
ball B(x, r1/H). Up to renumbering, we assume that ψj ∩B(x,Hr1) ̸= ∅ if and only
if 1 ⩽ j ⩽M− for some M− ⩽M .

Fix a path ψj with 1 ⩽ j ⩽M−. By (2.48), this also implies ψj ∩B(x, r1/H) ̸= ∅.
We can then set 0 < t0j < t1j < t2j < t3j < 1 as

t0j = inf
{
t ∈ [0, 1] : |ψj(t)− x| ⩽ r1

}
, t1j = inf

{
t ∈ [0, 1] : |ψj(t)− x| ⩽ r1/H

}
,

t2j = sup
{
t ∈ [0, 1] : |ψj(t)− x| ⩽ r1/H

}
, t3j = sup

{
t ∈ [0, 1] : |ψj(t)− x| ⩽ r1

}
.

We can easily notice that

(2.49) |ψj(t)− x| < Hr1 ∀ t ∈ [t0j , t
3
j ].

Indeed, assume that |ψj(t) − x| ⩾ Hr1 for some t ∈ [t0j , t
3
j ]. Then, we apply

Lemma 2.12, being τ1 and τ2 the restrictions of ψj to [t, t3j ] and [t0j , t] respectively, so
that (2.37) implies∣∣τ1(0)− τ1(1)

∣∣ ⩽ C1|τ1(1)− τ2(0)| = C1|ψj(t
3
j )− ψj(t

0
j )| ⩽ 2C1r1,

and this gives a contradiction since∣∣τ1(0)− τ1(1)
∣∣ = |ψj(t)− ψj(t

3
j )| ⩾ (H − 1)r1

and H > 2C1 + 1. We call ψint
j the “interior part” of ψj , that is, the restriction of ψj

to [t0j , t
3
j ], and we call also ψint,1

j and ψint,2
j the restrictions of ψj to [t0j , t

1
j ] and to

[t2j , t
3
j ] respectively, which are two disjoint subpaths of ψint

j .
Now, keep in mind that H1-a.e. point of ∂E belongs to the boundary of exactly

two of the sets Ei, 0 ⩽ i ⩽ m. In particular, there exist an index i ∈ {1, . . . ,m} such
that ψj ⊆ ∂Ei, and there exists another index i′ ∈ {0, . . . ,m} with i′ ̸= i such that
ψj(t

0
j ) ∈ ∂Ei′ . We subdivide the indices 1, 2, . . . ,M− into the two subsets I11 and I12

by saying that j ∈ I11 if i′ ⩾ 1, and j ∈ I12 if i′ = 0. Now, we claim that

(2.50) ψj

(
[t0j , t

1
j ]
)
⊆ ∂Ei′ .

To prove this property, we first assume that j ∈ I11, that is, 1 ⩽ i′ ⩽ m. As a conse-
quence, ψj(t

0
j ) is a point of some curve ψj′ , and then ψj ∩ψj′ is a non-empty subpath

of ψj , in particular ψj ∩ ψj′ contains ψj

(
[t0j , t]

)
for some maximal value t ∈ [t0j , 1].
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By (2.48) we know that |ψj(t) − x| /∈ [r1/H,Hr1], since |ψj(t) − x| ∈ {ρ−j,j′ , ρ
+
j,j′}.

We have then either that |ψj(t) − x| < r1/H, and then t ⩾ t1j by definition of t1j ,
or |ψj(t) − x| > Hr1, and then t ⩾ t3j by (2.49). In both cases, t ⩾ t1j , and this
shows (2.50) if i′ ⩾ 1. In addition, this also shows that the point ψj(t

0
j ) is a “special

point” also for ψj′ , namely, it coincides with either ψj′(t
0
j′) or ψj′(t

3
j′).

Suppose now that j ∈ I12, i.e., i′ = 0, so that ψj(t
0
j ) does not belong to any ψk

with k ̸= j. In particular, the point ψj(t
0
j ) belongs to a connected component of

E0 ∩ B(x, r0). As before, we have a maximal t ⩾ t0j such that ψj

(
[t0j , t]

)
⊆ ∂E0, and

proving (2.50) in this case again reduces to showing that t ⩾ t1j . By construction,
either t = 1, and then (2.50) is already proved, or t < 1, and then ψj(t) ∈ ψj′ for
some j′, and in particular |ψj(t)−x| equals either ρ−j,j′ or ρ+j,j′ . Exactly as before, this
implies that |ψj(t)− x| /∈ [r1/H,Hr1], and this proves t ⩾ t1j . The property (2.50) is
then proved. Of course, in the very same way, we have that ψj(t

3
j ) ∈ ∂Ei ∩ ∂Ei′′ , and

that

(2.51) ψj

(
[t2j , t

3
j ]
)
⊆ ∂Ei′′ .

Moreover, we subdivide the indices 1, 2, . . . ,M− also into the two subsets I21 and I22,
by saying that j ∈ I21 if i′′ ⩾ 1, and j ∈ I22 if i′′ = 0.

We are now ready to define the competitor cluster E′. In fact, for every j we call
ψ̂int,1
j the segment connecting ψj(t

0
j ) and x, and ψ̂int,2

j the segment connecting x and
ψj(t

3
j ). By construction, in particular keeping in mind (2.50) and (2.51), we obtain

that the set

∂E∖
(⋃M−

j=1 ψ
int
j

)
∪
(⋃M−

j=1 ψ̂
int,1
j ∪ ψ̂int,2

j

)
is the boundary of a uniquely determined cluster, that we call E′. In particular,
we can observe that the “colors” of the boundaries of E′ coincide with those of E

in B(x,Hr1)∖ B(x, r1/H). More precisely, fix any 1 ⩽ j ⩽ M− and call i, i′ and i′′

as before, so that ψint,1
j ⊆ ∂Ei ∩ ∂Ei′ , and ψint,2

j ⊆ ∂Ei ∩ ∂Ei′′ . Then, also the path
ψ̂int,1
j is contained in ∂E′

i ∩ ∂E′
i′ , and ψ̂int,2

j is contained in ∂E′
i ∩ ∂E′

i′′ . And finally,
by the definition (1.2) of the perimeter and by construction this implies that

(2.52) P (E′)− P (E) ⩽
∑
j∈I11

len(ψ̂int,1
j )− len(ψint,1

j )

2
+

∑
j∈I21

len(ψ̂int,2
j )− len(ψint,2

j )

2

+
∑
j∈I12

(
len(ψ̂int,1

j )− len(ψint,1
j )

)
+

∑
j∈I22

(
len(ψ̂int,2

j )− len(ψint,2
j )

)
.

We can easily estimate the terms of the above inequality. Indeed, for each 1 ⩽ j ⩽M−,
ψ̂int,1
j is the segment between ψj(t

0
j ) and x, while ψint,1

j is a path between ψj(t
0
j ) and

some point ψj(t
1
j ) having distance r1/H from x, and then by Lemma 2.5 we have that

len(ψ̂int,1
j ) ⩽ len(ψint,1

j ) +
hmax

H
r1, len(ψ̂int,2

j ) ⩽ len(ψint,2
j ) +

hmax

H
r1.
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Inserting these estimates in (2.52), we obtain that

(2.53) P (E′)− P (E) ⩽
2Mhmax

H
r1.

We claim now that ∂B(x, r1) ∩ ∂E contains at most 3 points. This will prove (2.46)
with ρ = r1, and recalling (2.47) and the fact that r/M ⩽ r0 ⩽ r this will conclude
the thesis with C2 = MH2M2+3. Suppose by contradiction that the claim is false,
that is, ∂B(x, r1) ∩ ∂E contains at least 4 points. Then, applying Proposition 2.3 to
the cluster E′ in the ball B(x, r1) with the distance h, we obtain another cluster F

which equals E′ outside of B(x, r1) and such that P (F) ⩽ P (E′)− δr1, so that (2.53)
gives

(2.54) P (F) ⩽ P (E)− δ

2
r1

as soon as H > 4Mhmax/δ. Keep in mind that, as observed in Remark 2.4, the
constant δ only depends on h and D, but not on x or r.

Since E and F coincide outside B(x,Hr1), we can estimate

H1(∂F ∩B(x,Hr1)) ⩽
1

hmin
P (F;B(x,Hr1)) ⩽

1

hmin
P (E;B(x,Hr1))

⩽
hmax

hmin
H1(∂E ∩B(x,Hr1)).

(2.55)

Let now R5 ⩽ R4, only depending on h, D and E, be a constant such that

ω(R5) <
δh2min

28Hhmax(hmin + hmax)
.

As a consequence, by Lemma 2.8, (2.54) and (2.55) we have

P (F)− P (E) ⩽ P (F)− P (E) + ω(r)
(
H1

(
∂E ∩B(x,Hr1)

)
+H1

(
∂F ∩B(x,Hr1)

))
⩽ −δ

2
r1 + 7Hω(r)

(
1 +

hmax

hmin

) hmax

hmin
r1 ⩽ −δ

4
r1.

Applying then Lemma 2.7 we obtain a cluster E′′ with |E′′| = |E| such that

P (E′′) ⩽ P (F) + 2βCperC
β
vol(Hr1)

ηβ ⩽ P (E) + 2βCperC
β
volH

ηβrηβ1 − δ

4
r1.

We can argue now as already done several times. Indeed, the contradiction P (E′′) <

P (E), which concludes the proof, follows up to possibly further decreasing R5 if ηβ>1.
Instead, if ηβ = 1, it follows by (2.1) as soon as we define

□(2.56) C4
per =

δ

2β+2Cβ
volH

.

Thanks to the above result, we can now show the “no-lakes” lemma in full gener-
ality.

Lemma 2.15 (No-lakes, general case). — There is R6 ⩽ R5 such that, for every ball
B(x, r) ⊆ D with r < R6, no connected component of E0 can be compactly contained
in B(x, r/C2), where C2 is as in Lemma 2.14.
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Proof. — Let R6 ⩽ R5 be a constant to be specified later, let B(x, r) ⊆ D and assume
that G ⋐ B(x, r/C2) is the closure of a connected component of E0. We can reduce
ourselves to the case that

(2.57) diam(G) ⩾
r

2C2
.

Indeed, otherwise let x′ be any point internal to G, and let r′ = C2 diam(G). Then
r′ ⩽ r/2 ⩽ R6 and G ⋐ B(x′, r′/C2) ⊆ B(x′, r′) ⊆ B(x, r) ⊆ D, thus we can
replace B(x, r) with B(x′, r′) for which the analogous of (2.57) clearly holds. Hence,
we assume without loss of generality that (2.57) holds true.

Applying Lemma 2.14, we find r/C2 ⩽ ρ ⩽ r such that ∂E ∩ ∂B(x, ρ) has at most
three points. Using Lemma 2.11 as already done in Corollary 2.13 and Lemma 2.14,
we find then at most three paths ψj : (0, 1) → B(x, ρ), j ∈ {1, 2, 3}, of finite length
and with ψj(0), ψj(1) ∈ ∂B(x, ρ), whose images contain the whole ∂E∩B(x, ρ), thus
in particular ∂G. Since any two of the paths ψj may intersect only in a connected
subpath by Lemma 2.12, we deduce that the intersection of any ψj with ∂G is a
connected path. As a consequence, ∂G is the union of at most three connected pieces,
each contained in one of the ψj . Actually, these pieces have to be exactly three. In
fact, it cannot be one since the paths ψj , being injective, may not contain loops,
and they cannot be two because otherwise two paths ψj would have a non connected
intersection.

As a consequence, the paths ψj have to be exactly three, thus also ∂B(x, ρ) ∩ ∂E
contains exactly three points, and each of them is endpoint of two different paths ψj .
This shows that ∂E0 does not intersect ∂B(x, ρ). Moreover, each two of the three
paths ψ1, ψ2, ψ3 have a non-empty intersection, which is a closed common subpath,
with one endpoint in ∂G and the other one in ∂B(x, ρ). In particular, E0∩B(x, ρ) = G.

Keep in mind that each ψj is part of the boundary of a connected component
of Eℓ(j) ∩ B(x, ρ) for some ℓ(j) ∈ {1, . . . ,m}. Since every two of the paths have a
non-negligible intersection, we deduce that ℓ(1), ℓ(2) and ℓ(3) are different indices.
For simplicity of notation, and without loss of generality, we assume that ℓ(j) = j for
each j ∈ {1, 2, 3}. Just to fix the ideas, we also call

A = ψ1(0) = ψ2(1), B = ψ3(0) = ψ1(1), C = ψ2(0) = ψ3(1),

and let us call A′, B′, C ′ the other endpoints of the intersections ψ1 ∩ψ2, ψ1 ∩ψ3 and
ψ2 ∩ ψ3 respectively. The situation is depicted in Figure 10, left.

Notice now that diam(G) = |Q−P | for two points P , Q ∈ ∂G. Let us assume, just
to fix the ideas, that P ∈ ψ1 ∩ ∂G, and that Q ∈ (ψ1 ∪ ψ3) ∩ ∂G. We can then apply
Lemma 2.12 to the paths τ1 and τ2 given by the restriction of ψ1 between P and B′,
and between A′ and P respectively, so that (2.37) gives |P −B′| ⩽ C1|A′−B′|. In the
very same way, if Q ∈ ψ1 we get |Q − B′| ⩽ C1|A′ − B′|, while if Q ∈ ψ3 we get
|Q−B′| ⩽ C1|B′ − C ′|. As a consequence, also by (2.57) we deduce

(2.58) r

2C2
⩽ diam(G) ⩽ C1

(
|A′ −B′|+ |B′ − C ′|+ |C ′ −A′|

)
.
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E1

E2

E3

A

B

C

A′
B′

C ′

ψ1

ψ2

ψ3

G

Ẽ1

Ẽ2

Ẽ3

A

B

C

A′ B′

C ′

Figure 10. The paths ψ1, ψ2 and ψ3 and the points A, B, C, A′,
B′, C ′ in Lemma 2.15.

We set now once again h : R2 → R+ as h(ν) = h(x, ν), P the perimeter obtained
substituting h with h in (1.1), h : R2 → R+ as h(ν) = h(ν̂), being ν̂ the angle obtained
rotating ν ∈ R2 of 90◦ clockwise, and len(γ) the length of any path γ as in (2.13).
As in Figure 10, right, we define then a competitor Ẽ by replacing the path ψ1 with
the union of the segments AA′, A′B′ and B′B, the path ψ2 with the segments CC ′,
C ′A′ and A′A, and the path ψ3 with the segments BB′, B′C ′ and C ′C. By Lemma 2.5
we have P (Ẽ) ⩽ P (E).

Keeping in mind that h is strictly convex in the second variable (in the sense of
Definition 1.1), and then the unit ball corresponding to h is strictly convex, we have
then a constant δ′ > 0 such that

len(A′C ′) ⩽ len(A′B′) + len(B′C ′)− 8δ′hmax dist(B
′, A′C ′).

Putting this estimate together with the analogous ones for C ′B′ and B′A′, we get
len(A′C ′) + len(C ′B′) + len(B′A′) ⩽ 2

(
len(A′B′) + len(B′C ′) + len(C ′A′)

)
− 4δ′hmax

(
|A′ −B′|+ |B′ − C ′|+ |C ′ −A′|

)
⩽ 2(1− 2δ′)

(
len(A′B′) + len(B′C ′) + len(C ′A′)

)
,

which can be rewritten as
len(A′C ′) + len(C ′B′)

+

len(B′A′) + len(A′C ′)

+

len(C ′B′) + len(B′A′)

 ⩽


(1− 2δ′)

(
2len(A′B′) + len(B′C ′) + len(C ′A′)

)
+

(1− 2δ′)
(
2len(B′C ′) + len(C ′A′) + len(A′B′)

)
+

(1− 2δ′)
(
2len(C ′A′) + len(A′B′) + len(B′C ′)

)

 .

Hence, up to exchanging the letters, we assume that

len(A′C ′) + len(C ′B′) ⩽ (1− 2δ′)
(
2len(A′B′) + len(B′C ′) + len(C ′A′)

)
.

We are now in a position to define a second competitor, E′, simply adding the triangle
A′B′C ′ to Ẽ1, that is, we set E′

j = Ẽj for every j ̸= 1, and E′
1 = Ẽ1 ∪ A′B′C ′.
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By definition, we have then

P (E′) = P (Ẽ)− len(A′B′) +
len(A′C ′)− len(C ′A′) + len(C ′B′)− len(B′C ′)

2

⩽ P (E)− δ′
(
2len(A′B′) + len(B′C ′) + len(C ′A′)

)
⩽ P (E)− δ′

hmin

2C1C2
r,

where in the last inequality we have also used (2.58).
The conclusion is now standard. Since E = E′ outside B(x, r), and Lemma 2.8

gives a bound of H1(∂E ∩B(x, r)) in terms of r, as soon as R6 ⩽ R5 is small enough
we have ω(r) so small that the above inequality implies

P (E′) ⩽ P (E)− δ′hmin

3C1C2
r.

Then, Lemma 2.7 provides a further cluster E′′ with |E′′| = |E| such that

P (E′′) ⩽ P (E′) + 2βCperC
β
volr

ηβ ⩽ P (E) + 2βCperC
β
volr

ηβ − δ′hmin

3C1C2
r.

And finally, the last inequality gives the searched contradiction P (E′′) < P (E) if
ηβ > 1 up to possibly further reducing R6, while if ηβ = 1 the contradiction comes
by (2.1) defining the constant

(2.59) C5
per =

δ′hmin

3 · 2βC1C2C
β
vol

,

which again only depends on h, A′ and E. The proof is then concluded. □

We can conclude this section by giving the definition of triple points and showing
that there are only finitely many of them.

Definition 2.16 (Triple points). — We say that x ∈ R2 is a triple point if

lim
r↘0

#
{
i ∈ {0, . . . ,m} :

∣∣Ei ∩B(x, r)
∣∣ > 0

}
= 3.

Notice that, by Lemma 2.14, the no-islands Lemma 2.9 and the no-lakes Lemma 2.15,
this is equivalent to ask that the above limit is at least 3.

Lemma 2.17 (Finitely many triple points). — Let B(x, r) ⊆ D be a ball with r < R6

and being x a triple point. Then, there exists r/C2 ⩽ ρ ⩽ r such that ∂E ∩ B(x, ρ)

consists of three paths of finite length, connecting ∂B(x, ρ) with x, disjoint except
at x. As a consequence, there is no other triple point in B(x, ρ), so in particular triple
points in D are locally finitely many.

Proof. — First of all, we can apply Lemma 2.14 to find r/C2 ⩽ ρ ⩽ r such that
Vol’pert Theorem 2.2 holds true for B(x, ρ), ρ is a Lebesgue point of the function
s 7→ H0(∂E ∩ ∂B(x, s)), and the value of this function at ρ is at most 3. Vol’pert
Theorem implies that ∂B(x, ρ) is the essentially disjoint union of either one, or two,
or three open arcs belonging to different sets Ei. The no-islands Lemma 2.9 and the
no-lakes Lemma 2.15 ensure that |Ei ∩ B(x, ρ)| > 0 if and only if one of the above
open arcs belong to Ei. Since x is a triple point, we deduce that ∂E∩∂B(x, ρ) consists
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of exactly three points, call them A, B, C for simplicity, that there are three distinct
indices 0 ⩽ j1, j2, j3 ⩽ m such that the arcs AB, BC, CA of ∂B(x, ρ) belong to Ej1 ,
Ej2 , Ej3 respectively, and that |Ei ∩B(x, ρ)| > 0 if and only if i ∈ {j1, j2, j3}.

Lemma 2.11 and Corollary 2.13 imply that each connected component of Ei ∩
B(x, ρ) has a boundary which is an injective, closed curve of finite length, and such
a curve must reach ∂B(x, ρ) by Lemma 2.9 and Lemma 2.15. By construction, each
of the points A, B and C can be contained in at most two different curves among
the boundaries of the connected components of Ei ∩ B(x, ρ). Therefore, for each
i ∈ {j1, j2, j3} we have that Ei ∩ B(x, ρ) is made by a single connected component,
and the boundary of such a connected component is the union of an arc of ∂B(x, ρ)

(in particular one between AB, BC and CA) and a path contained in the interior of
B(x, ρ). We call ψ1, ψ2 and ψ3 these three arcs, and we set τ1 = ψ1∩ψ2, τ2 = ψ2∩ψ3

and τ3 = ψ3 ∩ ψ1.
Keep in mind that H1-a.e. point of ∂E belongs to exactly two different boundaries

∂Eℓ, with 0 ⩽ ℓ ⩽ m, hence in particular H1-a.e. point of ∂E ∩ B(x, ρ) belongs to
exactly two of the paths ψ1, ψ2 and ψ3, that is, to one of the intersections τ1, τ2, τ3.
However, Lemma 2.12 implies that τ1 is an injective closed path, which is a common
subpath of ψ1 and ψ2, and the same is true for τ2 and τ3. In other words, ψ1 is
the essentially disjoint union of the connected paths τ1 and τ3, ψ2 is the essentially
disjoint union of τ1 and τ2, and ψ3 is the essentially disjoint union of τ2 and τ3. The
three paths τ1, τ2 and τ3 meet then at some point y ∈ B(x, ρ). Hence, we have proved
that ∂E ∩B(x, ρ) is the union of the three paths τ1, τ2 and τ3, and these three paths
connect the points A,B,C ∈ ∂B(x, ρ) with the internal point y, and they are disjoint
except for the common point y. Consequently, every point of B(x, ρ) different from y

is not a triple point, and this ensures that y = x and concludes the proof. □

2.4. Interface regularity. — This section is devoted to show the regularity of the
boundary of the optimal cluster E away from the triple points, that is, where there
are only two different sets. In this case, we show that ∂E is done by a union of regular
curves. In particular, the goal of this section is to obtain the following result.

Proposition 2.18 (C1,γ regularity). — There exists an increasing function ξ:R+→R+

with limr→0+ ξ(r) = 0 with the following property. If B(x, r) ⊆ D is a ball with r < R6

and #
(
∂E ∩ ∂B(x, r)

)
= 2, then ∂E ∩ B(x, r) is a C1 curve of finite length having

both endpoints in ∂B(x, r). Moreover, calling τ(y) ∈ P1 the direction of the tangent
vector at any y ∈ ∂E ∩B(x, r), one has

(2.60) |τ(y)− τ(z)| ⩽ ξ(|y − z|)

for every y, z ∈ ∂E ∩B(x, r). Finally, if ηβ > 1 and h is locally α-Hölder in the first
variable, then it is possible to take ξ(r) = Krγ with some K = K(E, D, g, h) > 0 and

(2.61) γ =
1

2
min{ηβ − 1, α},

so that in particular ∂E ∩B(x, r) is C1,γ .
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The first step is to show that in a small ball the boundary is close to a line.

Lemma 2.19 (Almost alignment in a circle). — There exists an increasing function
ξ1 : R+ → R+ with limr→0+ ξ1(r) = 0, which satisfies the Dini property, and which
can be taken of the form ξ(r) = Krγ with some K = K(E, D, g, h) > 0 and γ given
by (2.61) as soon as ηβ > 1 and h is locally α-Hölder in the first variable, so that the
following holds. Let x ∈ ∂E and r < R6 be such that B(x, r) ⊆ D and ∂B(x, r) ∩ ∂E
consists of two points, call them a and b. Then, for every y ∈ ∂E∩B(x, r/2) one has
|yâb| ⩽ ξ1(r).

Proof. — We directly define E′ as the cluster which coincides with E outside of B(x, r)

and such that ∂E′ ∩ B(x, r) is done by the segment ab. Keep in mind that, since
∂E ∩ ∂B(x, r) is done by two points, Lemma 2.9 and Lemma 2.15 imply that B(x, r)

is the union of two connected regions, each one contained in a set Ei for some i ∈
{0, . . . ,m}. By Lemma 2.11 and Corollary 2.13, we know that the common boundary
between these regions, which coincides with the whole ∂E ∩ B(x, r), is a path γ

contained in B(x, r) and connecting a to b. Since y ∈ ∂E, in particular y ∈ γ. Let us
call il and ir the two indices in {0, 1, . . . ,m} so that the set Eil (resp. Eir ) is on the
left side of γ (resp. on the right side).

Once again, for every ν ∈ S1 we call ν̂ the angle obtained rotating ν of 90◦ clock-
wise. This time, we set h(ν) = h(x, ν̂) if ir = 0, h(ν) = h(x,−ν̂) if il = 0, and
h(ν) = (h(x, ν̂)+h(x,−ν̂))/2 if both the indices il and ir are different from 0. We use
then (2.13) to define the length of curves with this choice of h. Also by Lemma 2.8
and Lemma 2.5, we have

P (E′)− P (E) ⩽ len(ab) + ω(r)|b− a| − len(γ) + ω(r)H1(γ)

⩽ len(ab)− len(ay)− len(yb) +
(
2 + 7

hmax

hmin

)
rω(r).

(2.62)

Let us now write for brevity θ = yâb. We claim that

(2.63) len(ay) + len(yb)− len(ab) ⩾ c′r sin2 θ,

for a constant c′ which only depends on h and D. To show this estimate, we call y⊥
the projection of y on ab. First of all, we can reduce ourselves to the “symmetric” case
when y⊥ is the middle point of ab. Indeed, assume that y⊥ is not the middle point
of ab and let a′b′ the shortest segment containing ab with middle point equal to y⊥.
If (2.63) holds true in the symmetric case, then in particular it holds true with a′, b′

and θ′ = yâ′b′ in place of a, b and θ. Moreover, since r/2 ⩽ |y − a|, |y − b| ⩽ 3r/2,
then sin θ′ ⩾ sin θ/3. Since the triangular inequality implies

len(ay) + len(yb)− len(ab) ⩾ len(a′y) + len(yb′)− len(a′b′),

we have then the validity of (2.63) in the general case, up to dividing c′ by 9. We are
then left to show (2.63) in the symmetric case. Let us call

ν =
y⊥ − a

|y⊥ − a|
, w =

y − y⊥
4|y⊥ − a|

,

J.É.P. — M., 2023, tome 10



1030 V. Franceschi, A. Pratelli & G. Stefani

so that by construction |ν| = 1 and |w| ⩽ 1. Keep in mind that h is uniform round in
the second variable (see Definition 1.1), and then (1.4) and the convexity give
len(ay) + len(yb)− len(ab) = |y⊥ − a|

(
h(ν + 4w) + h(ν − 4w)− 2h(ν)

)
⩾
r

2

(
h(ν + w) + h(ν − w)− 2h(ν)

)
⩾rc|w|2⩾ c

16
r sin θ2,

and this proves (2.63). Inserting this inequality in (2.62), we obtain

P (E′)− P (E) ⩽ −c′r sin2 θ +
(
2 + 7

hmax

hmin

)
rω(r).

Observe that ∣∣|E′| − |E|
∣∣ ⩽ 2|B(x, r)| ⩽ 2Cvolr

η,

and write for brevity C̃per = Cper[2Cvolr
η]. Applying then once again Lemma 2.7,

using the constant C̃per in place of Cper in (2.15), the optimality of E implies that

c′r sin2 θ ⩽
(
2 + 7

hmax

hmin

)
rω(r) + C̃per(2Cvolr

η)β ,

which implies

θ ⩽ ξ1(r) :=
π

2

[
1

c′

((
2 + 7

hmax

hmin

)
ω(r) + C̃per2

βCβ
volr

ηβ−1

)]1/2
.

To conclude the proof, we have then to check that ξ1 satisfies all the requirements.
Keeping in mind that C̃per = Cper[2Cvolr

η] is an increasing function of r which goes
to 0 when r ↘ 0, the fact that ξ1 is an increasing function and that limr↘0 ξ1(r) = 0

is true by construction. If ηβ > 1 and h is α-Hölder in the first variable, then we
obtain

ξ1(r) ≲
√
rα + rηβ−1 ≈ rγ ,

with γ given by (2.61). Finally, up to multiplicative constants we have that

ξ1(r) ⩽
√
ω(r) + rηβ−1Cper[2Cvolrη] ⩽

√
ω(r) +

√
rηβ−1Cper[2Cvolr],

where the last inequality comes because η ⩾ 1. The Dini property of ξ1 then follows,
since r 7→ ω(r) satisfies the 1/2-Dini property, and the same is true for r 7→ Cper[r] if
ηβ = 1. □

Corollary 2.20. — For every x ∈ D ∩ ∂E and every r < min{dist(x, ∂D), R6}/2C2

with the property that #
{
i ∈ {0, . . . ,m} : |B(x, r) ∩ Ei| > 0

}
= 2, one can choose a

direction, that we call τ(x, r) ∈ P1, so that each point y ∈ ∂E ∩ ∂B(x, r) satisfies

(2.64) |ζ(y − x)− τ(x, r)| ⩽ 24C2ξ1(2C2r),

where, for each v ∈ R2∖{0}, we denote by ζ(v) ∈ P1 the direction of v. In particular,
if w, z ∈ ∂E are two points such that, calling d = |w− z|, both τ(w, d) and τ(z, d) are
defined, then

(2.65) |τ(w, d)− τ(z, d)| ⩽ 48C2ξ1(2C2d).

In addition, for each r′ ∈ [r/2, r] one has

(2.66) |τ(x, r)− τ(x, r′)| ⩽ 48C2ξ1(2C2r).
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Proof. — Since by assumption the ball B(x, 2C2r) is contained in D and its radius
is less than R6 ⩽ R5, we apply Lemma 2.14 and find some 2r < ρ < 2C2r such
that ∂E ∩ ∂B(x, ρ) has at most three points. These points cannot be three since by
assumption B(x, ρ) ⊆ B(x, 2C2r) intersects only two regions Ei, 0 ⩽ i ⩽ m, and
they cannot be less than 2 because x ∈ ∂E and by the no-islands Lemma 2.9 and the
no-lakes Lemma 2.15. Therefore, ∂E ∩ ∂B(x, ρ) has necessarily exactly two points,
and we call them a and b for simplicity. The vector τ(x, r) ∈ P1 can be then simply
defined as the direction ζ(b − a) of the segment ab. Notice that this direction is not
uniquely determined by x and r, since it also depends on the particular choice of ρ.

To check the properties of τ , let us take y ∈ ∂B(x, r′) ∩ ∂E for some r′ ∈ [r/2n, r].
Just to fix the ideas, let us call w2 the second coordinate of any point w ∈ R2, and
let us assume that the segment ab is horizontal, with a2 = b2 = 0. Since both y and x
belong to ∂E ∩ B(x, ρ/2), Lemma 2.19 gives |xâb| < ξ1(ρ) and |yâb| < ξ1(ρ), which
implies

|x2| = |x− a|| sinxâb| ⩽ ρ sin ξ1(ρ), |y2| = |y − a|| sin yâb| ⩽ 2ρ sin ξ1(ρ),

and then

| sin ζ(y − x)| = |y2 − x2|
|y − x|

⩽
3ρ sin ξ1(ρ)

r′
⩽ 12C2 sin ξ1(ρ) ⩽ 12C2 sin ξ1(2C2r).

Summarizing, since for every θ ∈ [0, π/2] we have θ ⩾ sin θ ⩾ 2θ/π ⩾ θ/2, and since
τ(x, r) is the horizontal direction, we have proved that

(2.67) |ζ(y−x)− τ(x, r)| ⩽ 24C2ξ1(2C2r) ∀ y ∈ ∂E∩
(
B(x, r)∖B(x, r/2)

)
.

The particular case in which y ∈ ∂B(x, r) is (2.64). Let now r′ ∈ [r/2n, r], and take a
point y∈∂E∩∂B(x, r′). Since we can apply (2.67) to x and y both with r and with r′,
we deduce

|τ(x, r)− τ(x, r′)| ⩽ |ζ(y − x)− τ(x, r)|+ |ζ(y − x)− τ(x, r′)| ⩽ 48C2ξ1(2C2r),

which is (2.66). Finally, let z, w ∈ ∂E ∩ ∂B(x, r) be such that, calling d = |w − z|,
one has 2C2r < min

{
dist(z, ∂D), dist(w, ∂D), R6

}
, so that both τ(z, d) and τ(w, d)

are defined. Then, we can apply (2.67) with r = d,x=z,y=w, andalsowithr=d, x = w,
y = z. This gives then (2.65). □

We are now in a position to prove Proposition 2.18.

Proof (of Proposition 2.18).. — Let x and r be as in the claim of the proposition. The
fact that ∂E ∩ B(x, r) is an injective curve of finite length with both endpoints in
∂B(x, r) has already been observed in Lemma 2.19. By Corollary 2.20, a direction
τ(y, r) is defined for every y ∈ ∂E ∩B(x, r) and every r < min{dist(y, ∂D), R6}/2C2.
Moreover, (2.66) holds true as soon as r/2 ⩽ r′ ⩽ r. An obvious induction gives then,
for every n ∈ N and every r′ ∈ [r/2n, r],

(2.68) |τ(y, r)− τ(y, r′)| ⩽ 48C2

n−1∑
i=0

ξ1(2C2r/2
i).
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We define then

ξ(r) = 144C2

+∞∑
i=0

ξ1(2C2r/2
i).

Notice that the series converges because ξ1 satisfies the Dini property. In particular,
if ηβ > 1 and h is locally α-Hölder in the first variable, then ξ1(r) = K1r

γ , with γ

given by (2.61) and K1 being a constant depending on E, D, g and h. Thus, also
ξ(r) = Krγ by definition.

By (2.68) we obtain that τ(y, r) converges to a direction when r ↘ 0, and we call
τ(y) ∈ P1 this limit direction. By construction, |τ(y, r)−τ(y)| ⩽ ξ(r)/3. Therefore, for
every point z ∈ ∂E∩∂B(y, r), recalling (2.64) we have then |ζ(z−y)−τ(y)| ⩽ ξ(r)/2,
so that τ(y) is the tangent vector at y of the curve ∂E∩B(x, r). Finally, (2.60) comes
by (2.65). □

2.5. Conclusion. — In this short last section we can now give the proof of Theo-
rem A, which basically consists in putting together the technical results of the pre-
ceding sections.

Proof of Theorem A. — Let E ⊆ R2 be a minimal cluster, and let us fix two large,
closed balls D− ⋐ D ⊆ R2. Let x be any point in D−∩∂E. If x is not a triple point, by
Lemma 2.14 there is a small constant r(x) < R6 such that ∂E ∩ ∂B(x, r(x)) consists
of two points (the points cannot be three if r(x) is small enough, as already noticed).
By Proposition 2.18 we have then that ∂E∩ ∂B(x, r(x)) is a C1 curve, whose tangent
vector satisfies the uniform estimate (2.60).

Suppose instead that x is a triple point. Then, again by Lemma 2.14, there is a
small constant r(x) < R6 such that ∂E ∩ ∂B(x, r(x)) consist of three points, call
them a, b and c. Lemma 2.17 already gives that ∂E ∩ B(x, r(x)) is done by three
paths of finite length, connecting a, b and c to x, and disjoint except for the common
endpoint x. Let z ̸= x be any point of one of these paths. Since z is not a triple point,
by the above argument we know that ∂E is a C1 curve in a neighborhood of z, and
the tangent vector satisfies the uniform estimate (2.60). As a consequence, the three
paths are three C1 paths, and they meet at x with three well-defined tangent vectors.

Summarizing, each point x ∈ ∂E∩D− is center of a ball, in the interior of which ∂E
is given either by a single C1 curve, or by three C1 curves meeting with three tangent
vectors in the center. By compactness, we can cover ∂E∩D− with finitely many such
balls, and then the Steiner property of E follows. The C1,γ regularity in the case that h
is locally α-Hölder in the first variable and ηβ > 1 is given by Proposition 2.18. □

3. Final comments

This last section is devoted to present a couple of final comments about our result.
The first observation is about the role of the C1 property to obtain that multiple
points are necessarily triple points, and the second one is about the directions of the
arcs at triple points.
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3.1. The importance of the C1 property to obtain triple points. — Our main re-
sult, Theorem A, concerns the Steiner property for minimal clusters, that is, the
boundary of a minimal cluster is made by finitely many C1 arcs which meet each
other in triple points. We have shown that this property is true as soon as, together
with the “correct” growth conditions and ε − εβ property, h is strictly convex, uni-
formly round and C1 in the second variable. As already discussed in the Introduction,
the importance of the strict convexity and uniform roundedness to obtain a Steiner
property is very simple to understand. Concerning the C1 regularity of h, it is also
clear that this is necessary to get local C1 regularity of minimal clusters. This has
nothing particular to do with the fact that we deal with clusters, the very same hap-
pens even in the much simpler case of isoperimetric sets. For instance, if h does not
depend on the first variable, then isoperimetric sets are translations and homotheties
of the unit ball of h, so they are exactly as regular as h is. Less obvious is the role
played by the C1 property of h in order to get triple points. This section is devoted to
show by means of an example that quadruple points may occur for a density which is
strictly convex and uniformly round but not C1. In fact, as shown in [25], quadruple
points are the worst than can happen, that is, a minimizing cluster for a generic norm
in R2 may not have multiple points where more than four arcs meet. See also [1, 17]
and [23, Ch. 10.10], where minimizing networks in RN for uniformly convex C1 norms
are considered.

We start with the following weaker example, depicted in Figure 11, left.

Example 3.1. — We want to show an example of an isoperimetric cluster with a
quadruple point. It is possible to find a minimal cluster E = (E1, E2, E3, E4) corre-
sponding to two continuous densities g and h so that, calling Q = [−1, 1]× [−1, 1]:

– g(x) = 1 and h(x, ν) = ∥ν∥∞ = max{|ν1|, |ν2|} for every x ∈ Q and ν ∈ S1;
– |E1 ∩ Q| = |E2 ∩ Q| = |E3 ∩ Q| = |E4 ∩ Q| = 1;
– each of the four intersections Ei ∩ ∂Q coincides with a side of the square Q.

We omit the proof of this statement, which is lengthy and technical. However, the
strategy of the proof is simple and goes as follows. Given any cluster E0 (in particular,
a cluster whose boundary in Q coincides with the two diagonals), it is the minimal
cluster for g0 ≡ 1 and a discontinuous density h0 with values in [0,+∞), by setting
h0 ≡ 0 on the boundary of the cluster and h0 ≡ 1 outside. The searched continuous
densities g and h—which have values in (0,+∞)—can then be found as carefully
chosen smoothings of g0 and h0, in such a way that there exists a minimal cluster E,
not necessarily coinciding with E0 but satisfying the properties above.

In such a situation, the perimeter of the cluster E inside the square is at least 4,
and it equals 4 if and only if the boundary of the cluster inside the square is done by
the two diagonals. This must then be the case, and so the origin is a quadruple point.

We can now slightly modify the above example, so that the density h becomes
strictly convex and uniformly round, and still a quadruple point occurs.
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Figure 11. Left: the unit ball C and an isoperimetric cluster for Ex-
ample 3.1. Right: the unit ball C and an (impossible) isoperimetric
cluster without quadruple points for Example 3.2.

Example 3.2. — We define this time a density h inside Q as in Figure 11, right. It is
very close to the L∞ density of Example 3.1, but the four sides of the unit ball are now
substituted by four arcs, with strictly positive but very small curvature, and with the
same four endpoints, i.e., (±1, ±1). Notice that h is not C1, but it is strictly convex
and uniformly round.

As in the example above, with a suitable choice of g and h outside of the square
(and again with g ≡ 1 inside) we can obtain a minimal cluster E so that the four sides
of the square Q belong to the sets E1, E2, E3 and E4, and that these four sets have
volume 1 each inside the square. We claim that then the minimal cluster has again a
quadruple point at the origin. If this is false, then there is either a quadruple point
at a point different from the origin, or (at least) two triple points.

We can then call P and Q two multiple points, as in the figure, and assume that
they do not coincide both with the origin, in particular they are either both triple
points and distinct, or they could coincide and be a single quadruple point, but not
in the origin. Notice that, since the density is very close to the one of Example 3.1,
and in that case the boundary of the minimal cluster was done by the two diagonals
AC and BD, then both the points P and Q must be very close to the origin, so in
particular d, δ ≪ 1, where we call δ = |P−Q| the Euclidean distance between the two
points and d = max{|P −O|, |Q−O|} the Euclidean distance between the origin and
the furthest of the two points, that we assume to be P to fix the ideas. By Lemma 2.5,
the perimeter of the cluster inside the square is
(3.1) P (E;Q) ⩾ len(AP ) + len(DP ) + len(PQ) + len(BQ) + len(CQ),
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where by len we denote the length of a curve, or a segment, with respect to h, that is,
the definition (2.13) with h in place of h. Notice that in this case there is no need to
consider oriented segments, since the density is symmetric, and there is also no need
to consider a clockwise rotation of 90◦ as through the rest of the paper, because the
density remains the same after a rotation of 90◦. There is a constant C > 0, depending
on h such that

len(AP ) + len(BP ) + len(CP ) + len(DP ) ⩾ 4 + Cd.

In fact, the best constant C for which the above inequality is true depends contin-
uously on the curvature of the four arcs of C. Since we have C = 1 for the case of
Example 3.1, which corresponds to zero curvature, we can assume C > 1/2 up to
having chosen a sufficiently low curvature. Similarly, we have

len(BQ) + len(CQ) ⩾ len(BP ) + len(CP )− C ′δ.

This estimate is again easily seen to hold with C ′ = 2 for the density of Example 3.1,
so with some C ′ < 3 in the present case. Inserting the last two estimates in (3.1),
and keeping in mind that the optimal cluster has at most perimeter 4 in Q (because
we can use the cluster with boundary in Q given by the two diagonals as competitor),
we get

(3.2) d < 6δ,

that is, the points P and Q cannot be much closer to each other than to the origin.
There exists a third constant c > 0 such that

len(AP ) + len(DP ) ⩾ len(AO) + len(DO)− c|P −O| = 2− cd.

In fact, for the density of Example 3.1 this is true with c = 0, because the unit ball
for h in that case is a square. In our case, provided that the curvature of the arcs of C
is sufficiently small, we can assume c as small as desired. Similarly,

len(BQ) + len(CQ) ⩾ 2− c|Q−O| ⩾ 2− cd.

Finally,

len(PQ) ⩾

√
2

2
|P −Q| =

√
2

2
δ.

Inserting the last three estimates in (3.1), we get

cd ⩾

√
2

4
δ,

and since as observed c can be taken arbitrarily small this gives a contradiction
to (3.2). We have then proved that also for this modified density h, which is not C1 but
which is strictly convex and uniformly round, a minimal cluster can have a quadruple
point.
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3.2. The directions of the arcs at triple points. — This section is devoted to dis-
cuss which can be admissible directions for the tangents of ∂∗E at some triple point.
First of all, we can immediately write down the first order minimality property.

Lemma 3.3. — Let h : R2 → R+ be a positively 1-homogeneous function, strictly posi-
tive and C1 except at 0 and with strictly convex unit ball. Let moreover A,B,C, O be
four distinct points such that A, B and C are nonaligned. Then, O uniquely minimizes
the function L : R2 → R+ given by

(3.3) L(P ) := h(PA) + h(PB) + h(PC)

if and only if

(3.4) ∇h(OA) +∇h(OB) +∇h(OC) = 0.

Proof. — The function P 7→ L(P ) is strictly convex because so is the unit ball of h
and because A,B,C are nonaligned. Moreover, this function is C1 except at A, B and
C. Therefore, O uniquely minimizes L if and only if ∇L(O) = 0. In particular,

∇L(O) = −
(
∇h(OA) +∇h(OB) +∇h(OC)

)
,

hence we have concluded. □

Notice that the above geometrical property characterizes the possible directions
corresponding to triple points. Let us be more precise. Suppose for a moment, just
for simplicity, that h is symmetric, so that the length of curves is defined (otherwise
one has to speak about oriented curves, as already done in Section 2). Let then A, B
and C be three points in R2. By means of Lemma 2.5, it is very simple to notice
that the shortest connected set containing A, B and C is always given by the three
segments joining A, B and C with some point O, which might coincide with one
between A, B and C. Of course, this point O minimizes the function L(P ) defined
in (3.3).

Let us consider this function in the general case when h does not need to be
symmetric. The existence of a point O minimizing L is obvious, and by the strict
convexity of the unit ball we can observe that such a point is uniquely determined if
the points are not aligned. In addition, if the points are not aligned and O is not one of
them, the three directions OA, OB and OC necessarily satisfy the relation (3.4). It is
interesting to observe “how many” admissible triples there are, and this is explained
by the lemma below.

Lemma 3.4. — Let h : R2 → R+ be as in Lemma 3.3. Then, there exists a triple of
non-aligned points {A,B,C} in ∂C, with the property that (3.4) is satisfied with some
O /∈ {A,B,C}. In addition, if h is symmetric then for every A ∈ ∂C there exists a
unique choice of {B,C} in ∂C so that the triple {A,B,C} has the previous property.
Instead, if h is not symmetric, it is possible that for some A ∈ ∂C there is either no
such pair, or more than one.
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Proof. — We have already noticed that for every three non-aligned points A,B,C
there exists a unique point O minimizing the function L defined in (3.3), and the three
directions OA, OB and OC satisfy the property (3.4) if O /∈ {A,B,C}. To prove the
first part of the statement we want then to find three such points. Notice that the
requirement that the points A,B,C belong to ∂C is just to fix their length, but since
∇h is 0-homogeneous this can be achieved for free just dividing the length of the
segments OA, OB and OC by h(OA), h(OB) and h(OC) respectively.

We start by taking three non-aligned points A0, B,C ∈ R2. If the corresponding
minimizing point O is not one of them, we are already done. Otherwise, we can assume
that O = A0. We will obtain the first part of the statement by finding a point At

such that At, B and C are still non-aligned, and the point Ot minimizing the function
Lt(P ) = h(PAt) + h(PB) + h(PC) is not in {At, B,C}.

Up to changing the names of the points, we assume that h(BC) ⩽ h(CB). Then,
we let A1 be the point such that C is the middle point of the segment A1B. Moreover,
for any t ∈ (0, 1) we write At = tA1 + (1− t)A0. For every t ∈ [0, 1) the points At, B
and C are not aligned, hence Lt is minimized by a unique point, that we call Ot.
If, for some t ∈ (0, 1), the point Ot is not one between At, B and C then we are done.
If this does not happen, then by uniqueness and continuity we derive Ot = At for
every t ∈ (0, 1). Again by continuity, the point A1 is then a minimizer (not necessarily
the unique one) of the function L1. And in turn, this gives a contradiction because

L1(A1) = 3h(CB) > h(CB) + h(BC) = L1(C).

The first part of the claim is then proved.
Let us now pass to the second part. As already observed in Section 2.2, see in

particular (2.5), for every P ∈ ∂C we have

(3.5) ∇h(OP ) =
νP

OP · νP
,

where νP denotes the outer unit normal vector to P at ∂C. Fix now a direction
η ∈ S1, and consider the line passing through O in direction η. As in Figure 12,
left, we call R− and R+ the two intersections of this line with ∂C, being OR− · η <
0 < OR+ · η, and Q+, Q− the two points of ∂C which respectively maximize and
minimize the signed distance with the line. A simple geometric observation, coming
from the strict convexity and regularity of ∂C, shows the following. The function
∂C ∋ P 7→ ∇h(OP ) · η = ∂h/∂η(OP ) is 0 in P = Q+, then it continuously strictly
increases when P is moved between Q+ and R+, reaching its maximum at P = R+,
then it continuously strictly decreases when P goes from R+ to Q−, and it is 0 again
in P = Q−. Similarly, the function decreases for P between Q− and R−, where the
minimum is reached, and then it increases up to P = Q+.

Let us now fix a point A ∈ ∂C, and let us start by considering the symmetric
case. We have to show that there exists a unique pair {B,C} such that the triple
{A,B,C} satisfies (3.4). Up to a rotation, we assume that A is the point of ∂C with
biggest second coordinate, so that νA = (0, 1). The situation is depicted in Figure 12,
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Figure 12. Left: the function P 7→ ∇(OP ) · η. Right: situation when
h is symmetric.

right. Keep in mind that, as observed above, ∂h/∂x(OP ) is positive for points P in
the “right part” of ∂C, i.e., in the clockwise arc from A to −A, and it is negative
for points in the “left part” of ∂C. Since ∂h/∂x(OA) = 0, this implies that a triple
{A,B,C} satisfying (3.4) must necessarily have one between B and C in the “right
part” of ∂C, and the other one in the left part. Let us now take a point P in the right
part of ∂C, and let us ask ourselves whether or not a suitable triple may exist with
B = P . This happens if and only if there is some C ∈ ∂C such that, calling η the
direction of the vector OA,

∂h

∂x
(OC) = −∂h

∂x
(OP ),

∂h

∂η
(OC) +

∂h

∂η
(OP ) = −∂h

∂η
(OA),(3.6)

The monotonicity of ∂h/∂x observed above, together with the symmetry of C, ensures
that there are exactly two points satisfying the first equality. One of them is −P , for
which the second equality is surely false because ∂h/∂η(OC) + ∂h/∂η(OP ) = 0, and
the other one is some point P ′.

As shown in the figure, P is above D = ∂C ∩ {(x, 0) : x > 0} if and only if P ′ is
above −D. Summarizing, a suitable pair can only exist with B = P and C = P ′ for
some P in the right part of ∂C, and in particular we have only to take care of the
second equality in (3.6) since the first one is true by construction. Notice that, if P
continuously ranges from A to A′ in the right part of ∂C, then P ′ continuously ranges
from A to A′ in the left part, and there is a one-to-one correspondence between P

and P ′. Again recalling the observation above about the monotonicity of ∂h/∂η, we
have that the quantity ∂h/∂η(OP ) is strictly decreasing when P moves from A to A′,
and the same happens for ∂h/∂η(OP ′). As a consequence, there can be at most a
single point P such that the right equality in (3.6) holds with C = P ′. And finally,
the existence of such a point P is ensured by the continuity, since for P = A

∂h

∂η
(OP ′) +

∂h

∂η
(OP ) = 2

∂h

∂η
(OA) > − ∂h

∂η
(OA)
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and for P = −A
∂h

∂η
(OP ′) +

∂h

∂η
(OP ) = −2

∂h

∂η
(OA) < − ∂h

∂η
(OA).

Now, let us remove the assumption that h is symmetric, and let us present an example
in which no pair {B,C} exists such that {A,B,C} satisfies (3.4), and another example
in which more than a single pair exists.

The first example, depicted in Figure 13, left, is very simple, it is enough to take
as C a disk with radius 1 centered at the point (0,−1/2), and call A = (0, 1/2) and
A′ = (0,−3/2). By (3.5), for every possible choice of B,C ∈ ∂C we have

∂h

∂y
(OA) +

∂h

∂y
(OB) +

∂h

∂y
(OC) ⩾

∂h

∂y
(OA) + 2

∂h

∂y
(OA′) = 2− 4

3
> 0,

and then {A,B,C} cannot be an admissible triple.

O

A

A′

∂C

O

A BB′

θ

τ τ ′C C ′

Figure 13. Left: an example with no admissible triple containing A.
Right: an example with multiple admissible triples containing A.

Let us now present an example with more than a single admissible triple containing
a given point A. As shown in Figure 13, right, we define A = (0, 1) and we let
∂C coincide with the circle ∂B(0, 1) for a short while around A. We let also B =

(sin θ, cos θ) for a small θ > 0. We have then, by construction and recalling (3.5),

∇h(OA) +∇h(OB) = (0, 1) + (sin θ, cos θ),

and then a point C ∈ ∂C completes a suitable triple together with A and B if and
only ∇h(OC) = (− sin θ,−1 − cos θ). Again by (3.5), this is equivalent to say that
the tangent line to ∂C at C is the line τ whose direction is orthogonal to the vector
(sin θ, 1 + cos θ), and whose signed distance from the origin is −

∣∣(sin θ, 1 + cos θ)
∣∣−1.

We can then fix a point C ∈ τ , with first coordinate slightly negative. If C ∈ ∂C

and τ is the tangent line to ∂C at C then {A,B,C} is an admissible triple. Let us then
call τ ′ (resp. B′, C ′) the line obtained from τ (resp. the point obtained from B,C)
with a symmetry with respect to the vertical axis {x = 0}. Therefore, as soon as ∂C
contains the small arc of circle around A, and the points C and C ′ with tangent lines τ
and τ ′ (and this is obviously possible with a non-symmetric unit ball C), then both
{A,B,C} and {A,B′, C ′} are admissible triples, so the uniqueness does not hold. □
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Let us briefly describe an explicit example of a unit ball and of a corresponding
admissible triple.

Example 3.5. — For p > 1, let us consider the norm h corresponding to the unit ball
C = {(x, y) ∈ R2 : |x|p + |y|p ⩽ 1}. Observe that this norm is symmetric. Let us now
consider A = (0, 1) ∈ ∂C. Then, a boring but elementary calculation ensures that the
unique pair {B,C} ∈ ∂C such that {A,B,C} satisfies (3.4) is given by the two points
for which AÔB = 2π −AÔC = α, being tanα = −(2p − 1)1/p. Notice that of course,
for p = 2, this reduces to the well-known 120◦ rule.

To conclude, we can “translate” the property (3.4) to triple points of optimal
clusters. As already noticed several times, the study of the perimeter coincides with
the study of the minimal length of curves, except that we have to rotate the normal
vectors so to obtain the normal ones. And moreover, depending on the colors of the
regions, the rotated function might have to be symmetrized. Precisely, we can prove
the following result.

Proposition 3.6. — Let h satisfy the assumptions of Theorem A, and let O be a
triple point of an optimal cluster E. Call θ1, θ2, θ3 ∈ S1, ordered in clockwise sense,
the directions of the three arcs of ∂E meeting at O. For every ν ∈ S1, let us call ν̂ the
direction obtained by rotating ν of 90◦ in the clockwise sense, and let h : R2 → R be
given by h(ν) = h(O, ν̂). Then, the minimality property Θ = 0 holds, where Θ ∈ R2

is defined as follows. If the three regions meeting at O are all colored, then

(3.7) Θ =
∇h(θ1)−∇h(−θ1)

2
+

∇h(θ2)−∇h(−θ2)
2

+
∇h(θ3)−∇h(−θ3)

2
.

If the region between θ1 and θ2 is white, then

(3.8) Θ = ∇h(θ1)−∇h(−θ2) +
∇h(θ3)−∇h(−θ3)

2
.

Notice that, if h is symmetric, then both the above definitions simply reduce to

Θ = ∇h(θ1) +∇h(θ2) +∇h(θ3).

Proof. — Let us call A,B,C the points in ∂B(O, 1) in the directions θ1, θ2 and θ3.
For every point D ∈ B(O, 1), let us define L(D) as

L(D) =
h(DA) + h(AD)

2
+

h(DB) + h(BD)

2
+

h(DC) + h(CD)

2

if the three regions meeting at O are all colored, while

L(D) = h(DA) + h(BD) +
h(DC) + h(CD)

2

if the regions between θ1 and θ2 is white. Notice that, thanks to the definitions (3.7)
and (3.8), if |D| = ε≪ 1 then

L(D) = L(O)−Θ ·D + o(ε).
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As a consequence, if Θ ̸= 0 there are a constant c > 0 and a point D ∈ B(0, 1) such
that

(3.9) L(D) = L(O)− c.

Let now r ≪ 1 be a small constant. Keep in mind that O is a triple point, and the
arcs meeting at O correspond to the directions θ1, θ2, θ3. Therefore, as soon as r is
small enough, ∂E∩∂B(O, r) consists of three points A′, B′ and C ′, and the directions
of OA′, OB′ and OC ′ are arbitrarily close to θ1, θ2 and θ3. Let us also define P ′ as
the perimeter obtained by using (1.1) with h′ in place of h, where h′ is defined as
h′(x, ν) = h(x, ν) if x /∈ B(O, r), and h′(x, ν) = h(O, ν) if x ∈ B(O, r). In addition,
for every point Q ∈ B(O, r) we call E′

Q the cluster which equals E outside the ball
B(O, r), and such that ∂E′∩B(O, r) is given by the three segments QA, QB and QC.
In particular, we call E′ = E′

rD. By (3.9) and rescaling, and also using Lemma 2.5, we
can estimate

(3.10) P ′(E′) = P ′(E′
O)− cr ⩽ P ′(E)− cr.

We can then conclude by finding a contradiction with the same argument used several
times in Section 2. Namely, if r ≪ 1 we have that∣∣P (E;B(O, r)

)
− P ′(E;B(O, r)

)∣∣ ≪ r,
∣∣P (E′;B(O, r)

)
− P ′(E′;B(O, r)

)∣∣ ≪ r,

hence for r small enough (3.10) gives

P (E′) ⩽ P (E)− c

2
r.

And finally, this estimate together with Lemma 2.7 allows to find a competitor E′′

with |E′′| = |E| and P (E′′) < P (E), which is the searched contradiction. □

Appendix. Some properties about quasi-minimal sets and porous sets

In this short appendix, we present some known results concerning quasi-minimal
and porous sets, and their boundaries. We will not need to deal with densities, so
we will only use the standard Euclidean volume | · |Eucl and perimeter PEucl. First of
all, we recall a couple of important standard definitions, see for instance [34, 10, 16]
(we actually deal only with the case of subsets of RN , while [16] considers more general
metric spaces with doubling measures).

Definition A.1 (Quasi-minimal sets, porous sets). — Let F ⊆ RN be a Borel set with
locally finite perimeter. We say that F is quasi-minimal if there exists a constant Cqm

such that, for every ball B(x, r) ⊆ RN and every set H ⊆ RN with H∆F ⋐ B(x, r),
one has

PEucl

(
F ;B(x, r)

)
⩽ CqmPEucl

(
H;B(x, r)

)
.

We say that F is porous if there exists δ > 0 such that, for every x ∈ ∂F (the
topological boundary) and every small ball B(x, r), there exist a ball B(y, δr) ⊆
B(x, r) ∩ F and a ball B(z, δr) ⊆ B(x, r)∖ F .

The following result is well-known, see for instance [10, Th. 1.8] or [16, Th. 5.2].
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Theorem A.2. — Every quasi-minimal set F ⊆ RN admits a porous representative.

The convenience of the notion of porosity is mainly given by the following standard
fact, that we prove just for completeness.

Lemma A.3. — Let F ⊆RN be a porous set. Then the set F (1) of the points of density 1

of F is open. Moreover, the reduced boundary ∂∗F and the topological boundary ∂F
coincide up to HN−1-negligible subsets.

Proof. — The inclusion ∂∗F ⊆ ∂F is always satisfied. Let now x be any point in ∂F .
By the definition of porosity, the density of F at x is between δN and 1− δN , so that
x /∈ F (0) ∪F (1). Since F (0) ∪F (1) fill the whole RN ∖ ∂∗F up to zero HN−1-measure,
we deduce that HN−1(∂F ∖ ∂∗F ) = 0. In particular, we have observed that a point
of F (1) cannot belong to ∂F , hence it must be either in the interior of F , or in the
interior of RN ∖ F . Since the latter possibility is excluded by the positive density,
we deduce that F (1) is open. □

We conclude with a 2-dimensional property of porous sets without holes, that we
formally define below. Also this property is not new, but we give a simple proof for
completeness.

Definition A.4 (Holes). — Let F ⊆ R2 be a Borel set with locally finite perimeter.
We say that F has a hole U if there exists a bounded set U ⊆ R2∖F with H2(U) > 0

and such that, up to H1-negligible sets,

∂∗F = ∂∗U ∪ ∂∗(F ∪ U).

In order to state the next result, we recall that a set F is said connected in the
measure theoretical sense if, whenever one writes F = F ′ ∪ F ′′ with two essentially
disjoint sets F ′, F ′′ so that, up to H1-negligible subsets, ∂∗F = ∂∗F ′ ∪∂∗F ′′, it must
be min{H2(F ′), H2(F ′′)} = 0.

Lemma A.5. — Let F ⊆ R2 be an open, porous set of finite (Euclidean) perimeter,
connected in the measure theoretical sense and without holes. Then, ∂F is a closed
curve. More precisely, there exists an injective curve γ : S1 → R2 of finite length such
that ∂F = γ(S1). As a consequence, F is connected also in the topological sense.

Proof. — Since F has finite perimeter, by the compactness results in BV we have a
sequence of smooth sets Fj such that

|Fj∆F |Eucl −→ 0, PEucl(Fj) −→ PEucl(F ).(A.1)

Step I. Reduction to the case of connected sets Fj . — First of all, we want to reduce
ourselves to the case when the sets Fj are connected. Since Fj is regular, we can write
it as F 1

j ∪ F 2
j , where F 1

j is the connected component with biggest area, and F 2
j is
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the union of all the other connected components. Observe that, by the isoperimetric
inequality,

PEucl(Fj) ⩾
2
√
π√

|F 1
j |Eucl

|Fj |Eucl,

and since |Fj |Eucl → |F |Eucl and PEucl(Fj) → PEucl(F ) we deduce that |F 1
j |Eucl is

bounded away from 0. Up to a subsequence, we can assume that the characteristic
functions of F 1

j and F 2
j weakly converge in BV to the characteristic functions of two

sets, that we call F 1 and F 2. Notice that F 1∩F 2 = ∅ and F 1∪F 2 = F . By the lower
semicontinuity of the perimeter under weak BV convergence and (A.1), we have

PEucl(F ) ⩽ PEucl(F
1) + PEucl(F

2) ⩽ lim inf PEuc‘(F
1
j ) + lim inf PEuc‘(F

2
j )

⩽ lim inf
(
PEuc‘(F

1
j ) + PEuc‘(F

2
j )
)
= lim inf PEuc‘(Fj) = PEuc‘(F ),

and since F is connected in the measure theoretical sense the first inequality is strict
unless one of the two sets is negligible. Since the strict inequality is impossible and F 1

is not negligible by construction, we deduce that |F 2|Eucl = lim |F 2
j |Euc‘ = 0, and as a

byproduct the above chain of inequalities implies also that PEucl(F
2
j ) → 0. Therefore,

(A.1) still holds true replacing the sets Fj with the connected sets F 1
j , and this

concludes the step.

Step II. Reduction to the case of sets Fj with ∂Fj connected. — We want now to reduce
ourselves to the case when the sets Fj have connected boundaries (hence, they have no
holes). Since Fj is a smooth, connected set, it is possible to write it as Fj = Gj ∖Uj ,
where Gj has smooth, connected boundary, and Uj ⋐ Gj . In particular, PEucl(Fj) =

PEucl(Gj) + PEucl(Uj). Up to a subsequence, we can assume that the characteristic
functions of Gj and of Uj weakly converge in BV to the characteristic functions of
two sets, that we call G and U . Notice that U ⊆ G and that F = G ∖ U , hence by
lower semicontinuity of the perimeter we have

PEucl(F ) = limPEuc‘(Fj) = lim
(
PEuc‘(Gj) + PEuc‘(Uj)

)
⩾ lim inf PEuc‘(Gj) + lim inf PEuc‘(Uj) ⩾ PEuc‘(G) + PEuc‘(U)

= PEucl(F ∪ U) + PEucl(U).

Since F has no holes, we deduce that U is negligible, and that PEucl(Uj) → 0. As a
consequence, we can replace the sets Fj with the sets Gj and (A.1) still holds true,
which concludes also this step.

Step III. Conclusion. — By steps I and II, we have a sequence of sets Fj satisfy-
ing (A.1) and having a closed, regular curve as boundary. There are then smooth
functions γj : S1 → R2, injective and with |γ′j | constant (thus constantly equal to
PEucl(Fj)/2π). Up to subsequences, the functions γj uniformly converge to a Lips-
chitz function γ : S1 → R2. By construction ∂F ⊆ γ(S1), thus

PEucl(F ) = H1(∂F ) ⩽ H1(γ) ⩽ lim infH1(γj) = lim inf PEuc‘(Fj) = PEuc‘(F ).

We deduce that ∂F = γ(S1), and the curve γ is injective since F is connected. □
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