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Abstract. — We investigate the dynamics of several slender rigid bodies moving in a flow driven by the three-dimensional steady Stokes system in presence of a smooth background flow. More precisely, we consider the limit where the thickness of these slender rigid bodies tends to zero with a common rate \( \varepsilon \), while their volumetric mass density is held fixed, so that the bodies shrink into separated massless curves. While for each positive \( \varepsilon \), the bodies' dynamics are given by the Newton equations and correspond to some coupled second-order ODEs for the positions of the bodies, we prove that the limit equations are decoupled first-order ODEs whose coefficients only depend on the limit curves and on the background flow. We also determine the limit effect due to the limit curves on the fluid, in the spirit of the immersed boundary method.
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1. Introduction

In view of various applications in particular in biology (considering DNA) and in oceanography (considering sediment, plankton), the motion of rigid bodies with anisotropic shapes immersed in incompressible flows requests some mathematical analysis. In particular in view of modeling and numerics one may wish to consider asymptotic models where one gets rid of the dimensions corresponding to small extent of the rigid bodies. In this paper we consider the case of a finite number $N$ of slender rigid bodies. We will use the terminology “filaments”. Their radii have the same smallness parameter $\varepsilon$ in $(0, 1)$ and shrink into curves in $\mathbb{R}^3$ as $\varepsilon \to 0$. We will call these curves “centerline curves” or “filament centerlines”. We will assume: (i) that these filaments are immersed into an incompressible fluid driven by the steady Stokes system in presence of a background flow, (ii) that their dynamics is driven by the Newton equations with forces acting on the filaments only due to the viscous stress tensor on their boundaries and (iii) that their volumetric mass density is independent of $\varepsilon$, so that their limit centerline curves are massless. This leads to a system of second-order ODEs all coupled to each other through the Stokes equations. We refer to Section 2 for a precise description of this so-called Newton-Stokes system, and for a straightforward local-in-time well-posedness result, see Lemma 2.2. In particular this result establishes the existence of smooth solutions as long as there is no collision between filaments.

The main result of this paper, Theorem 3.4 stated in Section 3.4, is the convergence of this Newton-Stokes system to a limit system describing the dynamics of the centerline curves. We will also determine the limit effect due to these centerline curves on the fluid, in the spirit of the immersed boundary method.

To give a flavor of our result to the reader we describe below how this limit system looks like. The precise description of the limit dynamics is given in Section 3.2. To emphasize what concerns limit objects when $\varepsilon \to 0$ we use the notation $\hat{\cdot}$ for a quantity. On the other hand, to avoid heavy notations, we will only make the dependence on $\varepsilon$ explicit when it is necessary in order to avoid confusion or to make precise in a quantitative way this dependence. Otherwise it is understood that the quantities at stake can depend on $\varepsilon$ even if there is no corresponding index in the notation. The
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_limit model drives the dynamics of the position at time $t$ of a collection of smooth curves $\hat{C}_i(t)$ without any self-intersection, for $1 \leq i \leq N$, by the following rigid motion

$$\hat{C}_i(t) = \hat{h}_i(t) + \hat{Q}_i(t)\overline{C}_i.$$  

Here $\overline{C}_i$ denotes a reference curve. The vector $\hat{h}_i(t)$ in $\mathbb{R}^3$ and the matrix $\hat{Q}_i(t)$ in $SO(3)$ satisfy some first-order ODEs:

1. $\hat{h}_i(t) = \hat{v}_i(t), \quad \hat{Q}_i(t) = (\hat{\omega}_i(t) \wedge \cdot)\hat{Q}_i(t),$  
2. and $(\hat{v}_i(t), \hat{\omega}_i(t)) = F[\hat{C}_i(t), u^\varepsilon(t, \cdot)|\overline{C}_i(t)],$

where the notation $(\hat{\omega}_i(t) \wedge \cdot)$ is used for the skew-symmetric matrix canonically associated with the wedge product by the vector $\hat{\omega}_i(t)$ in $\mathbb{R}^3$, $u^\varepsilon(t, \cdot)$ is a smooth background flow velocity, and $F[\cdot, \cdot]$ is a universal operator acting on smooth simple curves and smooth incompressible vector fields. This operator is given explicitly in (39). Let us highlight that, to ease the reading, in the left hand side of (2), and several more times below, we identify $(v, w)$ with the corresponding column vector. We emphasize that the limit dynamics (1)–(2) is a system of uncoupled first-order ODEs which reflects that both the mass of the filaments and their perturbation on the fluid tends to zero as $\varepsilon$ converges to 0.

The main novelty of our work is the mathematically study of the coupled dynamics of a collection of slender filaments. Hydrodynamic interactions between filaments have been extensively studied in the physics and engineering literature, in particular regarding the behavior of polymers and microorganisms, see for example [8, 9, 27, 28, 29]. As far as we know, previous mathematical works on filaments in Stokes flows are focused on static problems with only a single filament.

Related to these works, the first part of our analysis establishes approximations for the forces and torques acting on the filaments as well as on the fluid perturbation caused by the filaments. We show that explicit force distributions on the particle centerlines are sufficient to capture these quantities to leading order. This part of our analysis, carried out in Section 4, is related to so-called slender body theory, and we believe that our results there, Theorem 4.1 and Corollary 4.2 are of independent interest. The second part of our analysis consists in the study of a system of singularly perturbed ODEs relying on a modulated energy argument. We refer to Sections 3.5 and 3.6 for a more extensive outline of the key elements and the structure of the proof of the main result, to Section 3.7 for a discussion of some related results and to Section 3.8 for some open problems.

## 2. Setting of the problem

This section is devoted to the description of the setting of the problem.

### 2.1. Geometry of the filaments

For each index $i$ such that $1 \leq i \leq N$ we consider a filament $S_i$ which can be closed or non-closed. For $\varepsilon \in (0, 1)$, the filament is given in terms of a reference filament $\overline{S}_i$ which is described by a centerline and a shape
function for the cross section as follows. For a non-closed filament, the centerline $\overline{C}_i$ is assumed to be a curve of length $L_i > 0$, parametrized by arc length without self-intersections by a smooth function $\gamma_i: [0, L_i] \to \mathbb{R}^3$. We assume, for each index $i$ such that $1 \leq i \leq N$, that the curve $\overline{C}_i$ is not a straight line, i.e., $\gamma_i'' \neq 0$. The shape function is a smooth map $\Psi_i: [0, L_i] \times B_1(0) \to \mathbb{R}^2$, such that $\Psi_i(s, 0) = 0$ and $\Psi_i(s, \cdot)$ is a diffeomorphism to its image for all $s \in [0, L_i]$. Here, $B_1(0)$ denotes the open unit ball in $\mathbb{R}^2$. Moreover, let $R_i: [0, L_i] \to SO(3)$ be a smooth function such that $R_i e_3 = \gamma_i'$, where $e_3 = (0, 0, 1)$. Then, we define

$$
\Xi^\varepsilon = \Xi_i := \{\gamma_i(s) + \varepsilon R_i(s)(\Psi_i(s, B_1(0)) \times \{0\}) : 0 \leq s \leq L_i\}.
$$

In the case of a closed filament, the definition is analogous but we replace the interval $[0, L_i]$ by $\mathbb{R}/L_i\mathbb{Z}$ for $\gamma_i$, $R_i$ and $\Psi_i$.

**Remark 2.1.** — Note that the non-closed filaments are not smooth but only Lipschitz due to corners at their ends. With minor modifications of some arguments, our analysis also applies to smooth non-closed filaments, which could be defined as

$$
\Xi^\varepsilon = \Xi_i := \{\gamma_i(s) + \varepsilon a_\varepsilon(s) R_i(s)(\Psi_i(s, B_1(0)) \times \{0\}) : 0 \leq s \leq L_i\},
$$

where the additional function $a_\varepsilon(s): [0, L_i] \to \mathbb{R}$ is given by

$$
a_\varepsilon(s) = \begin{cases} 
\sqrt{s/\varepsilon} & \text{for } s \in [0, \varepsilon], \\
1 & \text{for } s \in [\varepsilon, L_i - \varepsilon], \\
(\sqrt{(L_i - s)/\varepsilon} & \text{for } s \in [L_i - \varepsilon, L_i].
\end{cases}
$$

We assume that the reference centerlines are centered at the origin in the sense that

$$
\int_{\Xi_i} x \, d\mathcal{H}^1 = 0,
$$

where $d\mathcal{H}^1$ is the one-dimensional Hausdorff measure. We emphasize that the center of mass of the reference filaments $\overline{S}_i$, for $1 \leq i \leq N$, depends on $\varepsilon$. For simplicity, we assume that the mass density is constant in each of the filaments. Then, their centers of mass are given as the following barycenters

$$
\overline{h}_{i, \varepsilon} := \int_{\Xi_i} x \, dx.
$$

By (6), we have

$$
|\overline{h}_{i, \varepsilon}| \leq C\varepsilon,
$$

where the constant $C$ depends only on the functions specifying the reference filament, i.e., $L_i$, $\gamma_i$, $R_i$, and $\Psi_i$.

We are interested in the limit of the dynamics (specified below) as $\varepsilon \to 0$ for given, $\varepsilon$-independent initial data for the centerlines of the filaments. More precisely, we fix $\overline{h}_i(0) \in \mathbb{R}^3$, $\overline{Q}_i(0) \in SO(3)$ such that

$$
\overline{\xi}_i(0) = \overline{c}_i(0) := \overline{h}_i(0) + \overline{Q}_i(0)\overline{C}_i,
$$

are the positions of the centerlines at time 0 for all $\varepsilon > 0$. 
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Then, the center of mass $h_{i,\epsilon}(t)$ and the orientation $Q_{i,\epsilon}(t)$ of the filament at time $t$ have initial data

$$h_{i,\epsilon}(0) = \bar{h}_i(0) + \bar{Q}_i(0)\bar{h}_{i,\epsilon} \quad \text{and} \quad Q_{i,\epsilon}(0) = \bar{Q}_i(0),$$

and we denote the filament at time $t$ with parameter $\epsilon$ by

$$S_{i}(t) := S_{i,\epsilon}(t) = h_{i,\epsilon}(t) + Q_{i,\epsilon}(t)(\bar{s}_i - \bar{h}_{i,\epsilon}),$$

and similarly for the centerline $C_{i}(t)$:

$$C_{i}(t) := C_{i,\epsilon}(t) = h_{i,\epsilon}(t) + Q_{i,\epsilon}(t)(\bar{c}_i - \bar{h}_{i,\epsilon}).$$

2.2. Kinematics of the filaments. — For any $t \geq 0$, we denote by $\omega_i(t)$ in $\mathbb{R}^3$ the unique angular velocity of the $i$-th filament such that

$$Q'_{i,\epsilon}(t)Q_{i,\epsilon}^T(t) = (\omega_i(t) \wedge \cdot),$$

where $Q_{i,\epsilon}^T$ denotes the transpose matrix of $Q_{i,\epsilon}$ and $(\omega_i(t) \wedge \cdot)$ denotes the skew-symmetric matrix canonically associated with the wedge product by vector $\omega_i(t)$.

We also set

$$v_i(t) := h'_{i,\epsilon}(t).$$

Accordingly, the solid velocities are given by

$$v^S_i(t, x) := v_i(t) + \omega_i(t) \wedge (x - h_{i,\epsilon}(t)),$$

for all $x \in S_i(t)$.

We highlight that all these quantities depend implicitly on $\epsilon$ which we usually omit in the notation except for the quantities $h_{i,\epsilon}, Q_{i,\epsilon}$. For these, we will always write the $\epsilon$ to avoid confusion with functions depending on variables $h_i, Q_i$ that will appear later.

2.3. Inertia of the filaments. — We assume that the filaments’ volumetric density is fixed, and we denote by $\epsilon^2 m_i > 0$ the mass of $S_i$ and by $\epsilon^2 \beta_i(t)$ the inertial matrix at time $t \geq 0$, so that $m_i$ and $\beta_i$ are of order one with respect to $\epsilon$. Moreover the matrix $\beta_i$ is positive definite, uniformly in $\epsilon$ (this only fails if $\gamma_i$ was a straight line, which has been explicitly excluded) and evolves in time according to Sylvester’s law:

$$\beta_i(t) = Q_{i,\epsilon}(t)\beta_{0,i}Q_{i,\epsilon}^T(t),$$

where $\beta_{0,i}$ denotes the initial value $\beta_{0,i} := \beta_i(0)$. 

Figure 1. A closed reference filament.
2.4. Ambient fluid. — We assume that, for any $t \geq 0$, the open set

$$\mathcal{F}(t) := \mathbb{R}^3 \setminus \bigcup_i S_i(t),$$

is occupied by a fluid whose velocity $u$ and pressure $p$ are given as the sums

$$u := u^b + u^p \quad \text{and} \quad p := p^b + p^p,$$

where

$$(u^b, p^b) \in C([0, +\infty); \dot{H}^1(\mathbb{R}^3) \times L^2(\mathbb{R}^3))$$

and in $W^{2,\infty}((0, +\infty) \times \mathbb{R}^3) \times W^{1,\infty}((0, +\infty) \times \mathbb{R}^3)$, and satisfying $\text{div} \, u^b = 0$, is the background flow, and $(u^p, p^p)$ is the perturbation flow due to the filaments, whose evolution is assumed to be driven by the steady Stokes equations:

$$(18a) \quad -\Delta u^p + \nabla p^p = 0 \quad \text{and} \quad \text{div} \, u^p = 0 \quad \text{in} \ \mathcal{F}(t),$$

$$(18b) \quad u^p = v^S_i - u^b \quad \text{in} \ S_i(t), \quad 1 \leq i \leq N,$$

where we recall the notation (14). Above the notation $\dot{H}^1$ stands for the homogeneous Sobolev space of order 1 built on the Lebesgue space $L^2$, while $W^{1,\infty}$ and $W^{2,\infty}$ stand for the inhomogeneous Sobolev space respectively of order 1 and 2 built on the Lebesgue space $L^\infty$.

2.5. Dynamics of the filaments. — The filaments are assumed to be only accelerated, for any $t \geq 0$, by the force exerted by the fluid on their boundaries $\partial S_i(t)$ according to the Newton equations:

$$(19a) \quad \varepsilon^2 m_i \dot{v}_i^p(t) = -\int_{\partial S_i(t)} \Sigma(u, p)n \, d\mathcal{H}^2,$$

$$(19b) \quad \varepsilon^2 (\delta_i \omega_i)^p(t) = -\int_{\partial S_i(t)} (x - h_i, \varepsilon(t)) \wedge \Sigma(u, p)n \, d\mathcal{H}^2,$$

where $d\mathcal{H}^2$ is the two-dimensional Hausdorff measure and $n$ denotes the unit normal vector on $\partial S_i(t)$ pointing outside the fluid domain $\mathcal{F}(t)$ and

$$(20) \quad \Sigma(u, p) := 2D(u) - p \text{Id},$$

where $D(u)$ is the deformation tensor defined by

$$(21) \quad D(u) := \frac{1}{2}(\partial_j u_i + \partial_i u_j)_{1 \leq i, j \leq 3}.$$

2.6. The whole Newton-Stokes system at a glance. — Gathering (11), (12), (13), (14), (15), (16), (18) and (19) we arrive at the following Newton-Stokes system.
For \( 1 \leq i \leq N \),

\[
\begin{align*}
(22a) & \quad h'_i,\epsilon(t) = v_i(t), \\
(22b) & \quad Q'_i,\epsilon(t) = (\omega_i(t) \wedge \cdot) Q_i,\epsilon(t), \\
(22c) & \quad \epsilon^2 m_i v'_i(t) = -\int_{\partial S_i(t)} \Sigma(u^p + u^f, p^p)n \, d\mathcal{H}^2,
\end{align*}
\]

\[
(22d) \quad \epsilon^2 (\mathcal{J}_i,\epsilon)^{\prime}(t) = -\int_{\partial S_i(t)} (x - h_{i,\epsilon}(t)) \wedge \Sigma(u^p + u^f, p^p + p^p)n \, d\mathcal{H}^2,
\]

\[
(22e) \quad \text{where } \mathcal{J}_i(t) = Q_{i,\epsilon}(t) \mathcal{J}_{0,i}^T Q_{i,\epsilon}^T(t) \text{ and } S_i(t) = h_{i,\epsilon}(t) + Q_{i,\epsilon}(t)(\overline{S}_i - \overline{R}_{i,\epsilon}),
\]

and

\[
(22f) \quad -\Delta u^p + \nabla p^p = 0 \quad \text{and} \quad \text{div } u^p = 0 \quad \text{in } \mathcal{F}(t),
\]

\[
(22g) \quad u^p = v_{i}^\delta - u^\delta \quad \text{for } x \in S_i(t), \quad \text{for } 1 \leq i \leq N,
\]

\[
(22h) \quad \text{where } v_{i}^\delta(t, x) := v_i(t) + \omega_i(t) \wedge (x - h_{i,\epsilon}(t)) \quad \text{for } x \in S_i(t).
\]

A reformulation of the Newton equations (22c)--(22d) into a compact form, involving in particular the so-called Stokes resistance matrices, will be given in Section 6.1.

2.7. A local-in-time well-posedness result. — Despite its apparent complexity, the system (22) can be considered as a system of second-order quasilinear ODEs on the \( 6N \) degrees of freedom of the rigid bodies, the fluid state being given by an auxiliary steady Stokes system for which time only appears as a parameter. Moreover the coefficients of this ODE, although their coefficients are given in a rather non explicit way, are smooth as long as the filaments \( S_i(t) \) remain separated; this follows from standard results on the regularity with respect to shape changes for which we refer for example to [41, 5, 6]. Therefore it follows from the Cauchy-Lipschitz theorem that, starting from separated positions with arbitrary velocities, we have the following local-in-time well-posedness result.

Proposition 2.2. — For each \( \epsilon \in (0, 1) \), given some initial disjoint positions and some initial velocities of the filaments, there is \( T_{\epsilon}^{\text{max}} \in (0, +\infty] \) and a unique smooth solution to (22) on \( [0, T_{\epsilon}^{\text{max}}] \). Moreover, if \( T_{\epsilon}^{\text{max}} < +\infty \), then

\[
\lim_{t \to T_{\epsilon}^{\text{max}}} \min_{\substack{i \neq j}} \text{dist}(S_i(t), S_j(t)) = 0.
\]

Proof. — As mentioned above, the existence, locally in time, of a smooth solution to (22) is a straightforward consequence of the classical regularity properties of the Stokes system and of the Cauchy-Lipschitz theorem. It remains to prove the last statement regarding the lifetime of these solutions. To this end, we multiply, for \( 1 \leq i \leq N \), the equation (22c) by \( v_i \) and the equation (22d) by \( \omega_i \). By summing the resulting
identities, and recalling (22h), we get

\[
\varepsilon^2 \sum_{1 \leq i \leq N} \left( \frac{1}{2} m_i v_i^2 + J_i \omega_i \cdot \omega_i \right) t' - \sum_{1 \leq i \leq N} \int_{\mathcal{C}_{S_i}(t)} u^p \cdot \Sigma(u^p, p^p) n \, d\mathcal{H}^2 \\
= - \sum_{1 \leq i \leq N} \int_{\mathcal{C}_{S_i}(t)} u^p \cdot \Sigma(u^p, p^p) n \, d\mathcal{H}^2 \\
- \sum_{1 \leq i \leq N} \int_{\mathcal{C}_{S_i}(t)} u^b \cdot \Sigma(u^p, p^p) n \, d\mathcal{H}^2 \\
- \sum_{1 \leq i \leq N} \int_{\mathcal{C}_{S_i}(t)} v^S_i \cdot \Sigma(u^p, p^p) n \, d\mathcal{H}^2,
\]

thanks to (22g). Hence, integrating by parts in \( T \) for the two first terms in the right hand side of (24) taking into account (22f), and integrating by parts in \( \bigcup S_i \) for the last term in the right hand side of (24), we arrive at

\[
\varepsilon^2 \sum_{1 \leq i \leq N} \left( \frac{1}{2} m_i v_i^2 + J_i \omega_i \cdot \omega_i \right) + \int_T Du^p : Du^p \\
= - \int_T Du^p : Du^p - \sum_{1 \leq i \leq N} \int_{S_i} (-\Delta u^p + \nabla p^p) \cdot v^S_i.
\]

Above, the notation \( A : B \), where \( A := (a_{i,j})_{i,j} \) and \( B := (b_{i,j}) \) are two \( 3 \times 3 \) matrices stands for the scalar quantity \( \sum_{i,j} a_{i,j} b_{i,j} \). The above identity holds true as long as there is no collision. Then, by the Cauchy-Schwarz inequality, Young’s inequality for products and a Gronwall argument, we deduce that the function

\[
t \mapsto \varepsilon^2 \sum_{1 \leq i \leq N} \left( \frac{1}{2} m_i v_i^2 + J_i \omega_i \cdot \omega_i \right)(t) + \int_0^t \int_T Du^p : Du^p,
\]

remains bounded as long as there is no collision. Then it follows from classical blowup criteria for ODEs that the solution can be continued as long as there is no collision. In particular, if the maximal lifetime \( T_{\varepsilon}^{\text{max}} \) of the smooth solution to (22) satisfies \( T_{\varepsilon}^{\text{max}} < +\infty \), then (23) holds true.

\[ \square \]

**Remark 2.3.** — It is worth to observe that the energy identity (25) used in the proof above, alone, is not sufficient to obtain bounds on the filament velocities which are uniform with respect to \( \varepsilon \) as the \( O(1) \) energy transfer with the background flow, see the right hand side of (25), that may a priori lead to high velocities due to the factor \( \varepsilon^2 \) associated with the filaments’ inertia.

### 3. Main results

This section is devoted to the statements of the main results of the paper. More precisely, the main result of this paper, that is the convergence of the Newton-Stokes system to a limit system as the thickness parameter \( \varepsilon \) goes to 0, is given in Section 3.4, in particular in Theorem 3.4. To state this result, a few notations have to be introduced, which is the subject to the Sections 3.1, 3.2 and 3.3. In Section 3.5
we expose the strategy of the proof of Theorem 3.4 by considering a toy model. The organization of the proof of Theorem 3.4 is detailed in Section 3.6. We will also draw some comparisons with the existing literature on close issues, see Section 3.7, and we will finally mention a few open problems, see Section 3.8.

3.1. A few general notations. — First we introduce, for $1 \leq i \leq N$, the vector fields:

$$v_{i,\alpha}[h_i](x) := \begin{cases} e_{\alpha} & \text{if } \alpha = 1, 2, 3, \\ e_{\alpha-3} \wedge (x - h_i) & \text{if } \alpha = 4, 5, 6, \end{cases}$$

where $e_\alpha$, for $\alpha = 1, 2, 3$, denotes the $\alpha$-th unit vector of the canonical basis of $\mathbb{R}^3$. These vector fields are elementary rigid velocities with respect to the $i$-th filament.

We define, for $p$ in $\mathbb{R}^3$, the $3 \times 3$ matrix

$$k(p) := 8\pi \left( \text{Id} - \frac{1}{2} p \otimes p \right).$$

The matrix $k$ is related to the Stokes kernel $S$, defined for $x$ in $\mathbb{R}^3 \setminus \{0\}$, by

$$S(x) = \frac{1}{8\pi |x|} \left( \text{Id} + \frac{x}{|x|} \otimes \frac{x}{|x|} \right) = \frac{1}{|x|} S_0 \left( \frac{x}{|x|} \right),$$

where for $p$ in the euclidean unit sphere $S^2$,

$$S_0(p) := \frac{1}{8\pi} (\text{Id} + p \otimes p).$$

Indeed, by the Sherman-Morrison formula, see for example [40, Prop. 3.21], we observe that for any $p$ in $S^2$, the matrix $S_0(p)$ is invertible and its inverse is precisely $k(p)$ defined above. As a matter of fact, the use of the identity

$$\forall p \in S^2, \quad S_0(p)k(p) = \text{Id},$$

is crucial in our analysis below, see (99).

Next we associate with a smooth oriented curve $\mathcal{C}$ without self-intersections and with two vector fields $v$ and $\tilde{v}$ defined on $\mathcal{C}$ with values in $\mathbb{R}^3$, the following real-valued functional:

$$I_{C}[v, \tilde{v}] := \frac{1}{2} \int_{\mathcal{C}} k(\tau)v \cdot \tilde{v} dH^1,$$

where we recall that $dH^1$ is the one-dimensional Hausdorff measure and $\tau$ denotes the unit tangent vector field along $\mathcal{C}$. Since the matrix $k$ is symmetric, the operator $I_{C}[\cdot, \cdot]$ is bilinear symmetric.

3.2. Limit dynamics. — Now we define the objects which occur in the limit dynamics of the filaments when the thickness parameter $\varepsilon$ converges to 0. To do so, we will define several functions depending on the filament positions denoted by $(h_i, Q_i)$, for $1 \leq i \leq N$.

For $1 \leq \alpha \leq 6$ and for $1 \leq i, j \leq N$, we set

$$\tilde{K}_{i,\alpha,j,\beta}(h_i, Q_i) := \delta_{ij} I_{C_i(h_i, Q_i)}[v_{i,\alpha}[h_i], v_{i,\beta}[h_i]],$$

where $I_{C_i}$ is the line integral along the $i$-th filament.
where $\delta_{ij}$ is the Kronecker symbol, and, for $\alpha = 1, 2, 3$, for $1 \leq i \leq N$, for $t \geq 0$,
\begin{align}
\tilde{F}_{i,\alpha}^\alpha(t, h_i, Q_i) &:= I_{\mathcal{C}_i(h_i, Q_i)}[v_{i,\alpha}[h_i], u^\alpha(t)] \\
\tilde{T}_{i,\alpha}^\alpha(t, h_i, Q_i) &:= I_{\mathcal{C}_i(h_i, Q_i)}[v_{i,\alpha+3}[h_i], u^\alpha(t)].
\end{align}

Let us emphasize that the matrices $\tilde{K}_{i,\alpha,i,\beta}$ and the vectors $\tilde{F}_{i,\alpha}$ and $\tilde{T}_{i,\alpha}$ do not depend on $\varepsilon$ but on the positions, considered here as variables, of the filament centerlines denoted by $\mathcal{C}_i(h_i, Q_i)$ and defined by
\[ \mathcal{C}_i(h_i, Q_i) := h_i + Q_i \mathcal{E}_i. \]

In addition, the vectors $\tilde{F}_{i,\alpha}$ and $\tilde{T}_{i,\alpha}$ depend explicitly on time through the time dependence of $u^\alpha$. We refer to them respectively as the Stokes resistance matrix associated with the filament centerline $\mathcal{C}_i$, and the Faxén force and torque associated with the filament centerline $\mathcal{C}_i$ and with the background flow $u^\alpha$.

For $1 \leq i \leq N$, let us consider the $6 \times 6$ matrices diagonal blocks
\begin{align}
\mathcal{K}_{i,i} &= \mathcal{K}_{i,i}(h_i, Q_i) := (\mathcal{K}_{i,\alpha,i,\beta})_{1 \leq \alpha, \beta \leq 6},
\end{align}
and, for $1 \leq i \leq N$, the vectors of $\mathbb{R}^6$:
\begin{align}
\mathcal{P}_i &= \mathcal{P}_i(t, h_i, Q_i) := ((\tilde{F}_{i,\alpha})_{1 \leq \alpha \leq 3}, (\tilde{T}_{i,\alpha})_{1 \leq \alpha \leq 3}).
\end{align}

By a change of coordinates, it is easy to see that $\mathcal{K}_{i,i}$ satisfies
\begin{align}
\mathcal{K}_{i,i}(h_i, Q_i) &= \begin{pmatrix} Q_i & 0 \\
0 & Q_i \end{pmatrix} \mathcal{K}_{i,i}(0, \text{Id}) \begin{pmatrix} Q_i & 0 \\
0 & Q_i \end{pmatrix}.
\end{align}

**Lemma 3.1.** — For any $(h_i, Q_i)$ in $\mathbb{R}^3 \times SO(3)$, for $1 \leq i \leq N$, the matrix $\mathcal{K}_{i,i}(h_i, Q_i)$ is symmetric positive definite.

**Proof.** — By (36), it suffices to consider the case where $(h_i, Q_i) = (0, \text{Id})$, and we will omit to write this variable. Since for any $p \in S^2$, the matrix $k(p)$ is positive symmetric and satisfies $k(p) \geq 4\pi \text{Id}$, we deduce that for all $(v, \omega) \in \mathbb{R}^3 \times \mathbb{R}^3$
\begin{align}
\mathcal{K}_{i,i} \begin{pmatrix} v \\
\omega \end{pmatrix} \cdot (v, \omega) \geq 2\pi \int_{\mathcal{C}_i} |v + \omega \wedge x|^2 d\mathcal{H}^1(x).
\end{align}

Indeed, for $\omega \neq 0$, the integrand is non-constant since $\mathcal{C}_i$ is not a straight line. Thus, the integral is positive for $(v, \omega) \neq 0$. \hfill $\square$

With these tools in hands we can now explicitly present the system which will prove to be the zero-thickness limit of the Newton-Stokes system (22). This system drives the dynamics of the positions at time $t$ of the centerline curves $\mathcal{C}_i(t)$, for $1 \leq i \leq N$, by the rigid motions
\begin{align}
\mathcal{C}_i(t) &= \mathcal{C}_i(0) + \int_0^t \mathcal{K}_{i,i}(h_i(t), Q_i(t)) \mathcal{E}_i(t) dt,
\end{align}

Here the vector $\hat{h}_i(t) \in \mathbb{R}^3$ and the matrix $\hat{Q}_i(t) \in SO(3)$ satisfy the following first-order ODEs:

$$\hat{h}_i'(t) = \hat{v}_i(t), \quad \hat{Q}_i'(t) = (\hat{\omega}_i(t) \wedge \cdot)\hat{Q}_i(t),$$

$$\hat{v}_i(t), \hat{\omega}_i(t)) = \hat{K}_{i,i}^{-1}(\hat{h}_i(t), \hat{Q}_i(t))\hat{p}_i(t, \hat{h}_i(t), \hat{Q}_i(t)).$$

(39)

For $1 \leq i \leq N$, the right hand side of (40) only depends on $\hat{h}_i(t)$ and $\hat{Q}_i(t)$, not on the positions of the other centerline curves corresponding to $j \neq i$.

On the other hand neither the matrices $\hat{K}_{i,i}$, nor their inverses, usually referred to as mobility matrices, are diagonal, not even by $3 \times 3$ blocks. This coupling between translation/rotation velocities and force/torque is typical of the case of rigid bodies with shape anisotropies. It is usually called the Jeffery effect, see [20, 23, 43].

Finally, since the coefficients of (40) are smooth and globally Lipschitz (this follows immediately from (36), (35), (31) and the smoothness assumption for $u^e$), the Cauchy-Lipschitz theorem applies again and guarantees the following global-in-time well-posedness result.

**Proposition 3.2.** Given some initial disjoint positions of the centerline curves, given a smooth background flow $u^e$ satisfying (17), there is a unique smooth global-in-time solution to (38)–(39)–(40) on $[0, +\infty)$.

Although each of these decoupled ODEs admits a unique smooth global-in-time solution, it could be that some of the positions of the centerline curves which they define collide in finite time.

**Definition 3.3.** Let us denote by $\hat{T}$ in $(0, +\infty]$ the time of the first collision in the limit dynamics, that is the first time for which at least two of the centerline curves $\hat{C}_i(t)$ defined by (38)–(39)–(40) have a non-empty intersection, with the convention that $\hat{T} = +\infty$ if there is no such collision. More precisely, we define

$$\hat{d}_{\min}(t) := \min_{i \neq j} \text{dist}(\hat{C}_i(t), \hat{C}_j(t)), \quad \hat{T} := \inf\{t \geq 0 : \hat{d}_{\min}(t) = 0\}. \quad (41)$$

3.3. **Asymptotic fluid behaviour.** Regarding the fluid behaviour when the thickness parameter $\varepsilon$ converges to 0, it is only a matter to understand the behaviour of the perturbation flow $(u^p, p^p)$ due to the filaments, since on the other hand the background flow $(u^e, p^e)$ is fixed. Precisely, the steady Stokes system in presence of several thin filaments has been the object of several studies usually referred to as the slender body theory or as the immersed boundary method. It can also be viewed as a Stokesian counterpart of the issue of Newtonian capacity, see [10].

To capture the leading term of the perturbation flow $(u^p, p^p)$ as $\varepsilon$ converges to 0, the key idea is to consider the Stokes system in the full space $\mathbb{R}^3$ with an appropriate source term given as Dirac masses along the centerline curves $\hat{C}_i$. The intensity of these Dirac masses is related to the bilinear operator $I[e, \cdot]$ defined in (31) in the
following way. Let \( v \) a divergence-free vector field in \( W^{1,\infty}(\bigcup_{1 \leq i \leq N} \mathbb{S}_i) \). We define \( \mu_{C_i}[v] \) as the vector measure, supported on \( C_i \), defined by

\[
\langle \mu_{C_i}[v], \phi \rangle := I_{C_i}[v, \phi], \quad \text{for any } \phi \in C_c(\mathbb{R}^3; \mathbb{R}^3).
\]

Moreover we define the vector field

\[
U_{C_i}[v] := S \ast \mu_{C_i}[v],
\]

where the symbol \( \ast \) stands for the convolution in \( \mathbb{R}^3 \), \( S \) is the Stokes kernel defined by (28). This reads

\[
U_{C_i}[v](x) = \frac{1}{2} \int_{C_i} S(x-y)k(\tau(y))v(y) d\mathfrak{H}^1(y),
\]

for any \( x \in \mathbb{R}^3 \setminus C_i \), where we recall that \( \tau \) is the unit tangent vector defined below (31).

Let us recall that the counterpart of the Stokes kernel \( S \) for the pressure is the vector \( P_{C_i} \), defined for \( x \) in \( \mathbb{R}^3 \setminus \{0\} \), by

\[
P(x) = \frac{x}{4\pi|x|^3}.
\]

Notice that

\[
-\Delta S + \nabla P = \delta_0 \text{Id} \quad \text{and} \quad \text{div } S = 0,
\]

in the sense of distributions, where the differential operators are applied column-wise. Then we associate with the operator \( U_{C_i} \) the following counterpart for the pressure

\[
P_{C_i}[v](x) := P \ast \mu_{C_i}[v],
\]

which reads for any \( x \in \mathbb{R}^3 \setminus C_i \),

\[
P_{C_i}[v](x) = \frac{1}{2} \int_{C_i} P(x-y) \cdot k(\tau(y))v(y) d\mathfrak{H}^1(y).
\]

Thus it follows from (47) that, in the sense of distributions in the variable \( x \),

\[
-\Delta U_{C_i}[v] + \nabla P_{C_i}[v] = \mu_{C_i}[v] \quad \text{and} \quad \text{div } U_{C_i}[v] = 0.
\]

Our main result below, see Theorem 3.4, establishes that the vector field

\[
\hat{u}^P(t, \cdot) := \sum_{1 \leq i \leq N} U_{C_i}[\hat{v}^{S_i}(t, \cdot) - u^S(t, \cdot)],
\]

where

\[
\hat{v}^{S_i}(t, x) := \hat{h}_i(t) + \hat{Q}_i(t)\hat{Q}_i(t)^T(x - \hat{h}_i(t)),
\]

is the leading part of the perturbation flow \( u^P \) up to a renormalization factor \( |\log \varepsilon|^{-1} \).
3.4. Convergence result. — The main result of this paper is the following theorem, which contains two points: (i) an estimate of the time of the first collision and (ii) the convergence of the dynamics of the filaments and of a renormalized fluid perturbation velocity as the thickness parameter \( \varepsilon \) of the filaments converges to zero. The following statement aims at providing a simple description of our results while some complementary more technical elements will be discussed below.

Theorem 3.4. — We consider some initial disjoint positions of the centerline curves, a smooth background flow \( u^s \) satisfying (17), and the solutions \((\hat{h}_i, \hat{Q}_i)_{1 \leq i \leq N}\) given by Proposition 3.2. Let \( \hat{T} \) in \((0, +\infty]\) be the time of the first collision associated with this solution as defined in Definition 3.3. For each \( \varepsilon \) in \((0, 1) \), the initial positions of the filaments of thickness parameter \( \varepsilon \) are deduced from the ones for the centerline curves by (3) and (11). Let \( \kappa \) in \((0, 1) \) be such that for any \( \varepsilon \) in \((0, \kappa) \) the initial positions of the filaments are disjoint. Let us consider some initial rigid velocities, all independent of \( \varepsilon \) in \((0, \kappa) \), for the \( N \) filaments. For \( \varepsilon \) in \((0, \kappa) \), we denote by \((h_{i, \varepsilon}, Q_{i, \varepsilon})_{1 \leq i \leq N}\) the corresponding solutions to the Newton-Stokes system (22) up to the time \( T^\varepsilon_{\max} \) as given by Proposition 2.2.

Then on the one hand,

\[
\lim_{\varepsilon \to 0} \inf \, T^\varepsilon_{\max} \geq \hat{T},
\]

and, on the other hand, for any \( 1 \leq i \leq N \), for all \( T < \hat{T} \) there exists \( C \) depending only on \( u^s \), on the filaments \( S_i^\varepsilon \) with thickness \( \kappa \), on \( \inf_{t \in [0,T]} \hat{d}_{\min}(t) \) (see Definition 3.3) and on the initial velocities, and there exists \( \varepsilon_0 > 0 \) depending in addition on \( T \) such that, for all \( \varepsilon \) in \((0, \varepsilon_0) \),

\[
\|(h_{i, \varepsilon}, Q_{i, \varepsilon}) - (\hat{h}_i, \hat{Q}_i)\|_{L^\infty(0,T)} \leq C \left( \varepsilon + |\log \varepsilon|^{-1/2} T \right) e^{CT}.
\]

The perturbation flow \( u^p \) due to the filaments, extended by the filament velocity inside each filament, satisfies the following estimates: for any compact subset \( K \) of \( \mathbb{R}^3 \) and for any \( p \) in \([1, 2) \), for all \( t < T \), for all \( \varepsilon \) in \((0, \varepsilon_0) \),

\[
\|u^p(t, \cdot) - |\log \varepsilon|^{-1} \hat{u}^p(t, \cdot)\|_{L^p(K)} \leq C |\log \varepsilon|^{-1} \left( e^{-Ct/\varepsilon^2} |\log \varepsilon| + |\log \varepsilon|^{-1/2} e^{CT} \right),
\]

where \( \hat{u}^p \) is given by (50) and (51).

A few comments on Theorem 3.4 are in order. Let us start with saying that Theorem 3.4 establishes the convergence of the original system (22) for the filaments to the reduced model (40) for their centerline curves, as the thickness parameter \( \varepsilon \) converges to zero. Let us highlight that the system (22) is a coupled system made of the Newton equations associated with all the filaments whereas the limit equation (40) for each filament is decoupled from the others. Such a phenomenon enters the scope of the theme of hydrodynamic decoupling. Here it states that the main effect on each limit centerline curve is due to the background flow and not from the other filaments. The limit equations (40) have the advantage in view of applications to only involve the geometry of the centerline curves rather than the one of the whole filaments.
The system (22) is a second-order system whereas the limit equations (40) are first-order equations. Therefore one initial data has to be dropped for the limit system (40). Unless the initial data for the system (22) satisfies the compatibility conditions $(v_i(0), \omega_i(0)) = (\hat{v}_i(0), \hat{\omega}_i(0))$, for all $1 \leq i \leq N$, with $(\hat{v}_i(t), \hat{\omega}_i(t))$ given by (40), the velocities dynamics exhibit an initial layer, which prevents uniform convergence of the filament velocities down to the initial time. Indeed a byproduct of our analysis is that we are able to describe the nature of the initial stage: it is an exponential relaxation within a time interval of order $O(\varepsilon^2 \log \varepsilon)$. During that time, a transition of the amplitudes of the filament velocities occurs which is of order $O(1)$. After this initial stage, the dynamics of the filaments is adapted to the first-order dynamics of the filament centerlines only. The estimate (54) should be interpreted in the sense that, during the relaxation stage the perturbation of the fluid velocity $v$ satisfies the modified Stokes equation in the sense of distributions in the variable $x$, in $\mathbb{R}^3$,

$$-\Delta \hat{v}^p + \nabla p^p = \sum_{1 \leq i \leq N} \hat{\mu}^p_i \quad \text{and} \quad \text{div} \hat{v}^p = 0,$$

as in Theorem 3.4 such that for any $\varepsilon$ in $(0, \varepsilon_0)$, for any $1 \leq i \leq N$, and for any $t$ in $[0, T]$,

$$|(v_i, \omega_i)(t) - (\hat{v}_i, \hat{\omega}_i)(t)| \leq |(v_i, \omega_i)(0) - (\hat{v}_i, \hat{\omega}_i)(0)| e^{-Ct/\varepsilon^2 \log \varepsilon} + C |\log \varepsilon|^{-1/2} e^{Ct}.$$ 

Our analysis allows us to give an even better approximation of the solutions to (22) when $\varepsilon$ goes to 0, by a family of velocities, indexed by $\varepsilon$, given by a quasi-static balance similar to (40), but with the Stokes resistance matrices and the Faxén force and torque associated with the whole set of filaments rather than their sole centerlines, see Theorem 6.5.

Regarding the fluid part of the system, Theorem 3.4 establishes that after an initial relaxation stage the perturbation of the fluid velocity $u$ is well-approximated in $L^p_{\text{loc}}$ by $|\log \varepsilon|^{-1} \hat{u}$ which is explicitly given (see (50)) in terms of the limit dynamics of the filament centerlines only. The estimate (54) should be interpreted in the sense that, firstly, the fluid perturbation is of order $|\log \varepsilon|^{-1}$ in $L^p_{\text{loc}}$, $p < 2$ which corresponds to the Stokes resistance of the filaments. Secondly, the perturbation, rescaled to order 1, is well approximated by $\hat{u}$ up to an error which corresponds to the sum of the errors of the positions (53) and of the velocities (55) of the filament centerlines. As we will see, it is possible to improve the estimate to $L^p_{\text{loc}}, p < 6$ on the expense of the rate of convergence. More precisely, for $2 \leq p < 6$ and for all $\delta > 0$,

$$\|u^p(t, \cdot) - |\log \varepsilon|^{-1} \hat{u}^p(t, \cdot)\|_{L^p(K)} \leq C |\log \varepsilon|^{-\delta} \left( \sum_{1 \leq i \leq N} |(v_i, \omega_i)(0, \cdot) - (\hat{v}_i, \hat{\omega}_i)(0, \cdot)| e^{-CT/\varepsilon^2 |\log \varepsilon|} + |\log \varepsilon|^{-1/2(3/p - 1/2 - \delta)} e^{CT} \right).$$

We observe that, at any time, the leading part $\hat{u}$ of the perturbation flow given by (50) satisfies the modified Stokes equation in the sense of distributions in the variable $x$, in $\mathbb{R}^3$,
where for $1 \leq i \leq N$, the term $\mu_i^P$ is the vector measure given by
\[ \hat{\mu}_i^P := \mu_\emptyset_i[^v - u^i], \]
where $\hat{v}_i$ is given by (51) and $\hat{\mu}_i^P := P \ast \hat{\mu}_i^P$, with $P$ given by (46). Moreover, for any $1 \leq i \leq N$, it follows from the definition of the vector fields $v_{i,\alpha}$, for $\alpha = 1, 2, 3$, in (26), that the total mass of the measure $\mu_i^P$ is
\[ \int_{\mathcal{C}_i} d\hat{\mu}_i^P = (\mathcal{K}_{i,\alpha,\beta}(\hat{h}_i, \hat{Q}_i))_{1 \leq \alpha \leq 3, 1 \leq \beta \leq 6} (\hat{v}_i, \hat{\omega}_i) - (\hat{F}_{i,\alpha})_{1 \leq \alpha \leq 3}, \]
where we also recall the definitions (32) and (33). The right hand side above is precisely the leading part of the force due to the fluid on the $i$-th filament, up to the renormalization factor $|\log \varepsilon|^{-1}$ and to the sign, so that its vanishing is precisely the part of (40) which concerns the force. This is reminiscent of Newton’s third law of motion (a.k.a. the action-reaction principle).

We emphasize that the perturbation flow $u^P$ is not well approximated by $|\log \varepsilon|^{-1} \hat{u}^P$ in the homogeneous Sobolev space $\dot{H}^1$. On the one hand, the perturbation in $\dot{H}^1$ is actually of order $|\log \varepsilon|^{-1/2}$ instead of $|\log \varepsilon|^{-1}$ (since the Stokes resistance $|\log \varepsilon|^{-1}$ corresponds to the square of the $\dot{H}^1$-norm). On the other hand, the $\dot{H}^1$-norm turns out to be concentrated in a region of order $\varepsilon$ around the filaments. Since the errors of the positions compared to the limit system is much larger (of order $|\log \varepsilon|^{-1/2}$), $|\log \varepsilon|^{-1} \hat{u}^P$ is not a good approximation in $\dot{H}^1$. However, we will show, see Proposition 7.1, that $u^P$ is well approximated in $\dot{H}^1$ by
\[ |\log \varepsilon|^{-1} \sum_{1 \leq i \leq N} U_{\mathcal{C}_i}[v_i^\varepsilon(t, \cdot) - u_i^\varepsilon(t, \cdot)]. \]
This estimate is actually an important ingredient in the proof of our main result.

3.5. Strategy of the proof of Theorem 3.4. — Let us give here a glimpse of some elements of the proof of Theorem 3.4, whose detailed proof is the purpose of the rest of the paper. Let us focus first on the way we deal with the $\varepsilon$-dependence in the filaments dynamics, letting aside for a while the role played by the Stokes system.

- A first ingredient is a reformulation of the Newton equations into a second-order ODE for the $6N$ degrees of freedom of the filaments, see (190). This singularly perturbed ODE looks like the following toy-model:
\[ \varepsilon^2 q'' = -|\log \varepsilon|^{-1} (k^\varepsilon(q)q' - f^\varepsilon(q)) + r^\varepsilon, \]
where the scalar unknown $q$ stands for the variables encoding the positions of the filaments (with a mute dependence on $\varepsilon$), $k^\varepsilon$ and $f^\varepsilon$ are positive Lipschitz functions uniformly with respect to $\varepsilon$, $f^\varepsilon$ are Lipschitz functions of uniformly with respect to $\varepsilon$, and $r^\varepsilon$ are remainders with nice estimates.

- A second ingredient is a modulated energy argument which consists in estimating the dynamics of
\[ \frac{1}{2} (q' - V^\varepsilon(q))^2 \quad \text{with} \quad V^\varepsilon(q) := (k^\varepsilon(q))^{-1} f^\varepsilon(q). \]
This leads to

\begin{equation}
q' = V^\varepsilon(q) + \tilde{r}^\varepsilon,
\end{equation}

with \( \tilde{r}^\varepsilon \) satisfying some relevant estimates.

- A third ingredient is to prove that, roughly speaking,

\begin{equation}
\forall \eta, \quad V^\varepsilon(\eta) \longrightarrow \hat{V}(\eta) \quad \text{as} \quad \varepsilon \longrightarrow 0.
\end{equation}

- This finally allows to compare \( q \) and the solution \( \hat{q} \) of the limit ODE:

\[ \hat{q}' = \hat{V}(\hat{q}). \]

Of course this protocol relies on a detailed analysis of the asymptotic behaviour on the fluid part, to obtain the behaviour with respect to \( \varepsilon \) of the coefficients in (58), and to prove (60). This analysis uses properties of the Stokes system in the presence of several filaments in the zero-thickness limit, for which time only plays the role of a parameter through the positions of the filaments. We will therefore devote a separate section to this issue first, see Section 4. This analysis will also allow to obtain the part of Theorem 3.4 which concerns the asymptotic behaviour of the fluid.

Remark 3.5. — The idea of using a modulated energy to deal with singular ODEs is rather ubiquitous in nature; let us mention the paper [4] for a spectacular use in the context of the analysis of the motion of a charged particle in a slowly varying electromagnetic field when the particle mass converges to zero. An important difference with the case of the equation (190) is that in [4] the term without derivative is a gyroscopic term, rather than a damping term, so that the modulation provides a center-guide along which the exact solution oscillates.

3.6. Organization of the proof of Theorem 3.4. — In Section 4 we analyze the asymptotic behaviour of the solution of the steady Stokes system in presence of several thin filaments with Dirichlet data at the interface between the fluid and the filaments. A well-known approximation consists in replacing the presence of the slender filaments by appropriate source terms which are measures supported on the filament centerlines in the steady Stokes system set in the whole space \( \mathbb{R}^3 \). The precise definition of this approximation is given in Section 4 together with an error estimate of the difference between this approximation and the exact solution in the natural energy space, see Theorem 4.1. This analysis holds for any given configuration of the filaments as long as there is no intersection of two or more filaments.

In Section 5, we bound the shape derivatives of the Dirichlet energy of solutions of the steady Stokes system in presence of several thin filaments.

Section 6 is devoted to the proof of the part of Theorem 3.4 which concerns the asymptotic behaviour of the filament centerlines.

On the other hand the part of Theorem 3.4 which concerns the fluid asymptotic behaviour is proved in Section 7.
3.7. Comparison with the literature. — It is well known, see for example the classical textbooks \[19, 38\], that the solution to the steady Stokes system in the exterior of bodies can be written in terms of boundary integral operators over the surfaces of the bodies. The purpose of the slender body theory is to approximate this solution in the case where the bodies are thin filaments by replacing the integral operators over the surfaces by integral operators over the filament centerlines. This idea dates back to Hancock \[16\], Cox \[7\], Batchelor \[3\], Keller and Rubinow \[24\], Johnson \[22\] and had a regain of interest with the numerical work by Peskin \[37\]; see also the more recent papers \[36, 42\]. More precisely in the slender body theory, in the case where one considers the steady Stokes equations in the exterior of a single \(\varepsilon\)-thick filament \(S_\varepsilon\), as defined in (3), with some boundary data \(v\) on \(\partial S_\varepsilon\), one substitutes to the exact solution \(u\) of this exterior problem, the solution \(u_f\) to the steady Stokes equations in the full space \(\mathbb{R}^3\) with as source term Dirac masses along the centerline curve \(\overline{C}_i\) of \(S_\varepsilon\), that is a measure \(\mu_f\) defined by

\[
\langle \mu_f, \phi \rangle := \int_{S_\varepsilon} f \cdot \nabla \phi \, dH^1, \quad \text{for any } \phi \in C_c(\mathbb{R}^3; \mathbb{R}^3),
\]

where the (vector) density \(f\) has to be chosen in a relevant way. Indeed \(u_f\) is given by \(u_f := S \ast \mu_f\), where the symbol \(\ast\) stands for the convolution in \(\mathbb{R}^3\) and \(S\) is the Stokes kernel defined by (28), which satisfies the steady Stokes equations, with zero source, in the exterior of the centerline curve \(\overline{C}_i\) and a fortiori in the exterior of the \(\varepsilon\)-thick filament \(S_\varepsilon\). Therefore, when comparing \(u\) and \(u_f\), the key point is that the trace of \(u_f\) on \(\partial S_\varepsilon\) matches with \(v\). However it has been shown in \[15\] that this operator is actually not invertible. On the other hand, as already observed in \[7\], the leading order part of the integral operator is completely local, and gives rise to the correspondence \(f(y) = \frac{1}{2k} k(y) v(y)\) as in (45). To our knowledge, we provide here for the first time rigorous quantitative error estimates for the zero order slender body approximation given by this correspondence. Neglecting higher-order terms has the advantage of an explicit approximation but restricts to errors of order \(|\log \varepsilon|\). However, it seems that in the case of non-circular cross-section, errors of this order are unavoidable anyway if one only relies on approximations through force densities on the centerline. On the other hand, in the case of a filament with circular cross sections, one may consider refined approximations by adding to Dirac masses along the centerline curve some other higher-order singularities, in particular the so-called doublets which correspond to \(\Delta S\). In this case, invertible regularizations of the integral operator mentioned above have been studied in \[32, 33\]. Let us also mention the recent papers \[34, 35\] which provide rigorous justifications of the slender body theory in the case where the density of force on the centerline curve of a single filament with circular cross sections is prescribed.

In \[14\], Gonzalez has tackled the zero-radius limit of the quasi-static motion of a single massless filament. His result establishes a limit balance similar to our result, however only under an extra assumption on the asymptotic behaviour of the density
of forces acting on the filament. His conditional result relies on a different approach
than ours, that is on the boundary integral formulation of the Stokes equations.

The aforementioned papers are mostly concerned with the quasi-static Stokes prob-
lem in the exterior of a given filament and not with the time evolution of the filament.
On the other hand, in [23] a rigid body of arbitrary shape is considered, moving in
a viscous incompressible flow driven by the unsteady incompressible Navier-Stokes
equations. The authors provide a formal derivation of the motion in the limit where
the size of the body converges to 0 and the mass density is fixed. This asymptotic
analysis relies on the assumption that the fluid is undisturbed by the particle at the
main order and that the rotation of the rigid body is $O(1)$, while it results from the
analysis that at the leading order the particle behaves as a passive tracer in the fluid.
In [43] the authors have extended the analysis to other inertia regimes.

Readers familiar with the vortex filament conjecture for Euler Flows may be
tempted to draw a comparison with the present work. This conjecture concerns the 3D
incompressible Euler equations in the case where the initial vorticity is concentrated
along a smooth curve. It is believed, see for instance [2, 31], that the curve evolves
in time by binormal curvature flow, to leading order. Therefore two huge differences
in this problematic, compared to the present setting, are that: (i) it concerns a single
phase problem, rather than a diphasic system where fluid and rigid bodies are con-
sidered, and (ii) the dynamics of the curve is way more intricate since it can deform
in time, which corresponds to an infinite number of degrees of freedom. An important
step toward this conjecture has recently been achieved by Jerrard and Seis in [21]
where it is shown that under the assumption that the vorticity remains concentrated
along a smooth curve when time proceeds, then this curve approximately evolves by
binormal curvature flow. Despite these important differences, the mathematical anal-
ysis shares some common features, for example in the way to deal with singular line
integral. In this respect, it is interesting to compare Lemma 4.4 with [21, §4.5].

Let us also mention another possible comparison to a setting where the fluid is also
assumed to be driven by the incompressible Euler equations: the work [13] where the
zero radius limit of the dynamics of several solids in a 2D perfect incompressible fluid
is studied. In particular it shares with the present setting the feature to deal with
the case where the inertia of some rigid bodies converges to zero in the limit so that
their limit dynamics is a first-order equation rather than a second-order equation.
Accordingly the proofs both use some modulated energy arguments, compare [13, §7]
and Section 6.2 below. However the forces which drive the limit dynamics are rather
different in both settings, on the one hand they are gyroscopic type forces in the case
of [13], similarly to the setting evoked in Remark 3.5, and on the other hand they
are viscous drag type forces in the present paper. Another difference is that in [13]
the limit dynamics of the particles are still coupled in the limit and they influence
the fluid, as point vortices. On the other hand we deal here with some 3D rigid
bodies shrinking to 1D limit rigid bodies instead of 2D rigid bodies shrinking to point
particles.
A few possible extensions as open problems. — In this subsection, we state a few open problems regarding some extensions of the analysis performed in this paper.

Open Problem 3.6. — We let aside the particular case of rod-like filaments whose centerlines are line segments, which seems to require additional work due to the degeneracy of the limit Stokes resistance matrix $\hat{K}$, for which Lemma 3.1 does not hold true. Indeed, the resistance to rotations around the orientation of the rod like filaments scales like $\varepsilon^2$ rather than $|\log \varepsilon|^{-1}$. In the case where the cross sections of the filaments are circular, some decoupling of the dynamics occurs and one can substitute an orientation vector $\xi$ in $S^2$ to the orientation matrix $Q_i$ in $SO(3)$ in order to describe the filaments’ rotations. In such a case, it seems possible to adjust our arguments in order to obtain a result similar to Theorem 3.4. However, in the case where the cross sections are not circular, the analysis seems more delicate.

Open Problem 3.7. — In view of the quantitative convergence result obtained in Theorem 3.4, a natural issue is to obtain, in the general case as in the case of line segments, higher-order asymptotic expansions of the dynamics with respect to $\varepsilon$. In particular, it would be interesting to analyze the influence of the cross sections on the dynamics. As it can be seen from the toy-model (58), and from the compressed form of the Newton equations given in (190) where we highlight that the coefficients are related to the fluid state and depend on $\varepsilon$, establishing such asymptotic expansions in time requires to prove some precise asymptotic description of the fluid state. In this direction it would be interesting to investigate if the analysis performed in [30, Chap. 12.2], which overcomes the difficulties related to the boundary layers associated with non circular cross-sections in the case of the Laplace equations with a circular centerline could be adapted to the present setting. Let us also mention that the influence of small scales in the cross sections can also be encoded by a different choice of the boundary conditions at the interface between the fluid phase and the solid phase. In this paper we concentrate on the case of the no-slip condition at the interface, but some other conditions could be considered as well, such as the Navier slip conditions, see [17] and the references therein. Hence, it would be interesting to investigate whether or not the results of Theorem 3.4 can be adapted to other boundary conditions. Moreover, one may wonder how a change of shape of the centerline curve influences the dynamics, and the convergence of the dynamics, as the thickness parameter $\varepsilon$ goes to zero. Another natural issue to consider is whether the asymptotic description can be extended up to a collision. For a similar issue in a close setting let us mention the papers [5, 6].

Open Problem 3.8. — It would be interesting to investigate the case where the number $N$ of filaments goes to $+\infty$, while the thickness parameter $\varepsilon$ and the length $\ell$ of the filaments go to 0 with $\varepsilon \ll \ell \ll 1$, so that at the limit the phase corresponding to the rigid filaments is then a cloud of point particles. A first question is to identify the limit dynamics of these particles. Moreover one may identify a case where the density of these particles is sufficient to create a collective effect at the main order on
the fluid. This would extend the investigations on the Brinkman force for arbitrary shapes done in [10, 18] from a case where anisotropy corresponds to a finite ratio to the case of an infinite ratio.

3.9. A few more notations. — For $E \subset \mathbb{R}^d$ and $r > 0$ we denote

$$B_r(E) = \{x \in \mathbb{R}^d : \text{dist}(x, E) < r\}.$$ 

We use the convention that in our estimates the constant $C$ might change from line to line and might depend on the background velocity, on the number $N$ of filaments and on the functions specifying the reference filaments, i.e., $\Psi_i, \gamma_i, R_i, 1 \leq i \leq N$. We will always specify other dependencies and will make any dependence of $C$ on $\varepsilon$ explicit.

We also point out that the following convention is used throughout the paper: the letter $u$ always stands for the fluid velocity, while the letter $v$ stands for the solid velocities.

There are several smallness requirements on $\varepsilon$ throughout the paper, typically denoted by $\varepsilon < \varepsilon_0$. Similarly as for the constant $C$ we will for simplicity allow $\varepsilon_0$ to change its value throughout the proofs of our results. Notice that we will usually take $\varepsilon_0$ smaller than $\kappa$, where $\kappa$ is defined in Theorem 3.4.

4. Immersed boundary method for the steady Stokes system in presence of several thin filaments

This section is devoted to the asymptotic behaviour, in the limit where the thickness $\varepsilon$ of the filaments $(S_j)_j$ converges to zero, of the solution $u$ in $\dot{H}^1(\mathbb{R}^3)$ to the problem

$$\begin{aligned}
-\Delta u + \nabla p &= 0 \quad \text{and} \quad \text{div } u = 0 \quad \text{in } \mathcal{F}, \\
u(x) &= v(x) \quad \text{in } S_i, \\
u(x) &= 0 \quad \text{in } S_j, \quad \text{for } j \neq i,
\end{aligned}$$

where a given index $i$ such that $1 \leq i \leq N$ has been specified, as well as the inhomogeneous data $v$ on the associated filament $S_i$ which is assumed to satisfy

$$v \in W^{1,\infty}(S_i) \quad \text{with} \quad \int_{S_i} \text{div } v = 0.$$ 

Here these filaments are supposed to be given and fixed in terms of the reference filaments $S_j$ and some translations and rotations $h_j, Q_j$ as in (11) but without any time dependence. The quantities $h_j, Q_j$ are supposed to be given in such a way that the filaments $(S_j)_j$ do not overlap or touch. In fact all the results in this section that concern several filaments will be stated under the assumption that the minimal distance between the filament centerlines

$$d_{\min} := \min_{i \neq j} \text{dist}(\mathcal{C}_i, \mathcal{C}_j),$$

is bounded from below and under a smallness condition on $\varepsilon$. Together, this implies a lower bound on the distance between the filaments $S_i$. 
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To approximate the solution $u$ to (63) we rely on the auxiliary velocity field $U_{C_i}[v]$ given in (44). This velocity field solves the Stokes system in the full space $\mathbb{R}^3$ with an appropriate source term given as Dirac masses along the limit curve $C_i$. It follows from (45), from the decay of the kernel $S$ defined by (28) (and its derivative), and from the boundedness of $k$ from (27) that for all $x \in \mathbb{R}^3 \setminus C_i$

\begin{equation}
|U_{C_i}[v](x)| \leq C\|v\|_{L^\infty} \min\left\{\log\left(1 + \frac{1}{\text{dist}(x, C_i)}\right), \frac{1}{\text{dist}(x, C_i)}\right\},
\end{equation}

\begin{equation}
|\nabla U_{C_i}[v](x)| \leq C\|v\|_{L^\infty} \min\left\{\frac{1}{\text{dist}(x, C_i)}, \frac{1}{(\text{dist}(x, C_i))^2}\right\}.
\end{equation}

The following result establishes that $U_{C_i}[v]$ is the leading part of the solution $u$ to (63), up to a renormalization factor $|\log \varepsilon|^{-1}$ as long as the filaments are sufficiently separated in terms of $d_{\min}$ given by (65).

**Theorem 4.1.** — For all $d > 0$ there exists $\varepsilon_0(d) > 0$ and $C(d) > 0$, for all filament configuration with $d_{\min} \geq d$ and for all $\varepsilon \in (0, \varepsilon_0)$, for any $v$ satisfying (64) we have the following result. The solution $u$ to (63) satisfies

\begin{equation}
\|u\|_{H^1(\mathbb{R}^3)} \leq C |\log \varepsilon|^{-1/2} \|v\|_{W^{1,\infty}(S_i)}.
\end{equation}

Moreover,

\begin{equation}
\|u - |\log \varepsilon|^{-1} U_{C_i}[v]\|_{H^1(\mathbb{R}^3 \setminus S_i)} \leq C |\log \varepsilon|^{-1} \|v\|_{W^{1,\infty}(S_i)},
\end{equation}

\begin{equation}
\|u - |\log \varepsilon|^{-1} U_{C_i}[v]\|_{W^{1,\infty}(K)} \leq C |\log \varepsilon|^{-3/2} \|v\|_{W^{1,\infty}(S_i)},
\end{equation}

for any $q$ in $[1, 3/2)$ and any compact $K \subset \mathbb{R}^3$, where $C$ in (70) depends in addition on $q$ and $K$.

To prove Theorem 4.1, we will proceed in several steps. First, in Section 4.2, we will establish pointwise estimates of $U_{C_i}[v]$. Then in Section 4.4, we will deduce uniform estimates in $H^1(\mathbb{R}^3)$ based on Helmholtz’ minimum dissipation theorem, see Theorem 4.9. This enables to tackle the very proof of Theorem 4.1 in Section 4.4.

Theorem 4.1 will be used in Section 7 to prove the part of Theorem 3.4 devoted to the asymptotic behavior of the fluid, once the asymptotic behavior of the dynamics of the filaments is obtained.

Theorem 4.1 is also useful to establish approximation results of the force exerted by the fluid on the filaments. To cover the different uses which we will need, we first show a rather general result, where we make use of the elementary rigid velocities $v_{i,\alpha}$ defined in (26). We associate with these fields, for $1 \leq \alpha \leq 6$ and $1 \leq i \leq N$, the unique solutions $V_{i,\alpha}$ in $H^1(\mathbb{R}^3)$ to

\begin{equation}
-\Delta V_{i,\alpha} + \nabla P_{i,\alpha} = 0 \quad \text{and} \quad \text{div} \, V_{i,\alpha} = 0, \quad \text{in} \, \mathcal{F},
\end{equation}

\begin{equation}
V_{i,\alpha} = \delta_{i,j}v_{i,\alpha}, \quad \text{in} \, S_j.
\end{equation}

The vector fields $V_{i,\alpha}$ are smooth, decay as $1/|x|$ at infinity, their first-order derivatives and the associated pressures $P_{i,\alpha}$ decay as $1/|x|^2$.

The next result concerns the approximation of force and torque.
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For all $d > 0$ there exists a constant $C = C(d) > 0$ such that for all $\varepsilon$ in $(0, \varepsilon_0(d))$, for all filament configuration with $d_{\min} \geq d$, for all divergence-free functions $v \in W^{1,\infty} \left( \bigcup_{i=1}^{N} S_i \right)$ and $1 \leq i \leq N$, for $1 \leq \alpha \leq 6$,

\begin{equation}
\left| \int_{\bigcup_{i=1}^{N} S_i} \left( \Sigma(V_{i,\alpha}, P_{i,\alpha}) n \right) \cdot v d\mathcal{H}^2 - \left[ \log \varepsilon \right]^{-1} I_{\varepsilon,i}[v_{i,\alpha}, v] \right| \\
\leq C \left| \log \varepsilon \right|^{-3/2} \|v\|_{W^{1,\infty} \left( \bigcup_{i=1}^{N} S_i \right)}.
\end{equation}

The proof of Corollary 4.2 will be given in Section 4.5. A first particular useful application of Corollary 4.2 corresponds to the case where $v = \delta_{i,j} v_{j,\beta}$ for $1 \leq \beta \leq 6$ and $1 \leq i, j \leq N$. It entails that for $1 \leq \alpha, \beta \leq 6$ and $1 \leq i, j \leq N$, the quantity

\begin{equation}
\mathcal{K}_{i,\alpha,j,\beta} := \int_{S_i} \left( \Sigma(V_{i,\alpha}, P_{i,\alpha}) n \right) \cdot v_{j,\beta} d\mathcal{H}^2,
\end{equation}

satisfies

\begin{equation}
\left| \mathcal{K}_{i,\alpha,j,\beta} - \left[ \log \varepsilon \right]^{-1} \hat{\mathcal{K}}_{i,\alpha,j,\beta} \right| \leq C \left| \log \varepsilon \right|^{-3/2}.
\end{equation}

Recall that the limit Stokes resistance matrices $\hat{\mathcal{K}}_{i,\alpha,j,\beta}$ are defined in (32) and are considered here as being associated with a fixed position of the centerline curves.

We will denote by $\mathcal{K}$ the $6N \times 6N$ matrix whose coefficients are these quantities $\mathcal{K}_{i,\alpha,j,\beta}$, for $1 \leq \alpha, \beta \leq 6$ and $1 \leq i, j \leq N$. Recall that the matrix $\mathcal{K}$ is referred to as the steady Stokes resistance tensor, that it depends on all the positions $h_i$ and orientations $Q_i$ and is symmetric positive definite, as a consequence of integrations by parts, energy and uniqueness properties of the exterior steady Stokes system. Let us refer for example to [25, Chap. 2], [12, Chap. 5], [26, Chap. 2 & 3].

Moreover it follows immediately from (74) and the coercivity of $\hat{\mathcal{K}}$ that we observed in (37) (recall that $\hat{\mathcal{K}}$ is block-diagonal) that

\begin{equation}
\mathcal{K} \geq \frac{1}{C} \left[ \log \varepsilon \right]^{-1} \text{Id} \quad \text{and} \quad |\mathcal{K}|^{-1} \leq C |\log \varepsilon|.
\end{equation}

Another particular use of Corollary 4.2 is the case where $v = u^\beta$. It will provide some estimates on the so-called Faxén forces and torques defined by

\begin{equation}
\hat{f}^\beta := \left( \left( F_i^\beta, T_i^\beta \right) \right)_{1 \leq i \leq N},
\end{equation}

where

\begin{equation}
F_i^\beta := (F_i^{\beta})_{\alpha=1,2,3} \quad \text{and} \quad T_i^\beta := (T_i^{\beta})_{\alpha=1,2,3},
\end{equation}

with, for $\alpha = 1, 2, 3$, $1 \leq i \leq N$,

\begin{equation}
F_i^{\beta} := \int_{\bigcup_{j=1}^{N} S_j} \left( \Sigma(V_{i,\alpha}, P_{i,\alpha}) n \right) \cdot u^\beta d\mathcal{H}^2,
\end{equation}

\begin{equation}
T_i^{\beta} := \int_{\bigcup_{j=1}^{N} S_j} \left( \Sigma(V_{i,\alpha+3}, P_{i,\alpha+3}) n \right) \cdot u^\beta d\mathcal{H}^2.
\end{equation}

Indeed applying (72) to $v = u^\beta$, we arrive at

\begin{equation}
\left| \hat{f}^\beta - \left[ \log \varepsilon \right]^{-1} \hat{f} \right| \leq C \left| \log \varepsilon \right|^{-3/2} \|u^\beta\|_{W^{1,\infty}}.
\end{equation}
Above
\[ \hat{\mathbf{f}} := \left( \hat{f}_i \right)_{1 \leq i \leq N}, \]
where we recall that, for \( 1 \leq i \leq N \), the vector \( \hat{f}_i \) gathering the limit Faxén forces and torques is defined in (35) and is here considered as being associated with a fixed position of the centerline curves.

4.1. Modified centerlines for the non-closed filaments. — To simplify the proof of Theorem 4.1, we introduce slightly modified centerline curves in the case of non-closed filaments, i.e., the case when \( \gamma_i \) is not periodic. In this case, we cut an \( \varepsilon \) layer at both endpoints. More precisely, we define
\[ C_{\varepsilon}^i := \gamma_i([\varepsilon, L_i - \varepsilon]), \]
and correspondingly, we write \( C_{\varepsilon}^i \) for the curve which is obtained from \( C_{\varepsilon}^i \) through translation and rotation. This cut-off version satisfies
\[ \text{dist}(C_{\varepsilon}^i, \partial S_i) \geq c \varepsilon \]
for all \( \varepsilon < \varepsilon_0 \) and some \( c > 0 \) independent of \( \varepsilon \). We remark that \( C_{\varepsilon}^i \) resembles the so-called effective centerline in [35].

In the case of a closed filament, i.e., when \( \gamma_i \) is periodic, (82) is automatically satisfied for \( C_{\varepsilon}^i := C_i \).

We show the following lemma, which allows us to prove Theorem 4.1 by replacing \( U_{C_i} \) in (69) by \( U_{C_{\varepsilon}^i} \).

Lemma 4.3. — Let \( v \) as in (64). Then there exists \( C > 0 \) such that for all \( \varepsilon \) in \( (0, \varepsilon_0) \),
\[ \|U_{C_{\varepsilon}^i}[v] - U_{C_i}[v]\|_{H^1(\mathbb{R}^3, S_i)} \leq C \sqrt{\varepsilon} \|v\|_{L^p(S_i)}. \]

Proof. — By linearity, \( U_{C_i}[v] - U_{C_{\varepsilon}^i}[v] = U_{C_i \setminus C_{\varepsilon}^i}[v] \). Similarly to the pointwise estimate (67), we observe that for all \( x \in \mathbb{R}^3 \setminus C_i \),
\[ |\nabla U_{C_i \setminus C_{\varepsilon}^i}[v](x)| \leq \|v\|_{L^p(S_i)} \min\left\{ \frac{1}{\text{dist}(x, C_i \setminus C_{\varepsilon}^i)}, \frac{\varepsilon}{(\text{dist}(x, C_i \setminus C_{\varepsilon}^i))^2} \right\}. \]
Denote by \( \partial C_i \) the two endpoints of the curve \( C_i \). Then, using that for all \( x \in \mathbb{R}^3 \setminus S_i \)
\[ \text{dist}(x, \partial C_i \setminus C_{\varepsilon}^i) \geq c \text{dist}(x, \partial C_i), \]
the estimate (84) yields (83). \[ \square \]

4.2. Pointwise estimates. — This section is devoted to the analysis of the behavior of \( U_{C_{\varepsilon}^i}[v] \) on the boundary of the filament \( S_i \).

We introduce \( \xi_i \) as the orthogonal projection from \( \partial S_i \) to \( C_i \) which is well-defined for \( \varepsilon \) sufficiently small since, by assumption, \( \gamma_i \) has no self-intersections. Moreover, we denote by \( \partial C_{\varepsilon}^i \) the boundary of the 1-dimensional manifold \( C_{\varepsilon}^i \subset \mathbb{R}^3 \), which is empty if \( \gamma_i \) is a closed curve (as we defined \( C_{\varepsilon}^i = C_i \) in this case) and contains precisely 2 points otherwise.
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Lemma 4.4. — Let $v$ as in (64). Then there exists $C > 0$ such that for all $\varepsilon$ in $(0, \varepsilon_0)$,
\begin{equation}
|U_{c_i}[v] - \log \varepsilon| v \circ \xi_i(x) |(x) \leq C \|v\|_{W^{1,\infty}(S_i)}(1 + \log(\text{dist}(x, \partial \xi_i^c))) ,
\end{equation}
on $\partial S_i$. Moreover,
\begin{equation}
\|U_{c_i}[v]\|_{\bar{H}^1(\mathbb{R}^3 \setminus S_i)} \leq C \|v\|_{L^\infty(S_i)},
\end{equation}
and
\begin{equation}
\|U_{c_i}[v]\|_{W^{1,p}(K)} \leq C K_p \|v\|_{L^\infty(S_i)},
\end{equation}
for all $p$ in $[1, 2]$ and all compact $K \subset \mathbb{R}^3$. Furthermore, for all $d > 0$, there exists $C$ depending on $d$ such that
\begin{equation}
\|U_{c_i}[v]\|_{W^{1,d}(\mathbb{R}^3 \setminus B_d(\xi_i))} \leq C \|v\|_{L^\infty(S_i)} \quad \text{for} \quad j \neq i.
\end{equation}

Proof. — The estimates in (87), (88) and (89) are direct consequences of the pointwise estimates (66) and (67).

It remains to prove (86). We will assume that the filament is non-closed. The case of a closed filament is slightly easier. Since the statement concerns only a single filament, we might assume that $\xi_i = \xi$, and in particular $\xi_i^c = \gamma_i(\varepsilon, L_i - \varepsilon)$. Then, we introduce the function $\pi$ from $\partial S_i$ to $[0, L_i]$ by the formula $\gamma_i(\pi(x)) = \xi_i(x)$ for any $x$ in $\partial S_i$. In the rest of the proof, we will drop the index $i$.

Fix $x \in \partial S$. Note that $\pi(x) \in [0, \varepsilon] \cup [L - \varepsilon, L]$ implies $\text{dist}(x, \partial \xi^c) \leq C \varepsilon$. In this case, (86) follows immediately (66) applied to $\xi^c$ and (82). Therefore, we might assume in the following that $\pi(x) \in (\varepsilon, L - \varepsilon)$.

Let us denote the straight line approximation at $\pi = \pi(x)$ by
\begin{equation}
\gamma_0(s) := \gamma(\pi) + (s - \pi) \gamma'(\pi).
\end{equation}
We observe that for all $s \in [\varepsilon, L - \varepsilon]$ we have
\begin{align}
|\gamma(s) - \gamma_0(s)| &\leq C|s - \pi|^2, \\
|\gamma'(s) - \gamma_0'(s)| &\leq C|s - \pi|,
\end{align}
\begin{align}
|x - \gamma(s)| &\geq c|s - \pi| \quad \text{and} \quad |x - \gamma_0(s)| \geq |s - \pi|.
\end{align}

Then, we split the integral
\begin{equation}
U_{c_i}[v](x) = \frac{1}{2} \int_{\varepsilon}^{L - \varepsilon} S(x - \gamma(s))k(\gamma'(s))v(\gamma(s)) \, ds
\end{equation}
\begin{equation}
= \frac{1}{2} \left( U_1(x) + U_2(x) \right),
\end{equation}
where
\begin{align}
U_1(x) := \int_{\varepsilon}^{L - \varepsilon} S(x - \gamma_0(s))k(\gamma'(\pi))v(\gamma(\pi)) \, ds,
\end{align}
\begin{align}
U_2(x) := \int_{\varepsilon}^{L - \varepsilon} \left( S(x - \gamma(s))k(\gamma'(s))v(\gamma(s)) - S(x - \gamma_0(s))k(\gamma'(\pi))v(\gamma(\pi)) \right) \, ds.
\end{align}
We decompose $U_1(x)$ further by observing the following. By definition of $S$,
\begin{equation}
S(x - \gamma_0(s)) = \frac{1}{8\pi} \frac{1}{|x - \gamma_0(s)|} (\text{Id} + A(x - \gamma_0(s))) ,
\end{equation}
where, for \( p \) in \( \mathbb{R}^3 \setminus \{0\} \),

\[
A(p) := \frac{p}{|p|} \otimes \frac{p}{|p|}.
\]

Moreover,

\[
\text{Id} = 8\pi S_0(\gamma'(\mathbf{r})) - \gamma'(\mathbf{r}) \otimes \gamma'(\mathbf{r}) = 8\pi S_0(\gamma'(\mathbf{r})) - A((\mathbf{r} - s)\gamma'(\mathbf{r})),
\]

where \( S_0 \) is defined in (29), so that

\[
S(x - \gamma_0(s)) = \frac{1}{8\pi} \frac{1}{|x - \gamma_0(s)|} (8\pi S_0(\gamma'(\mathbf{r})) + A(x - \gamma_0(s)) - A((\mathbf{r} - s)\gamma'(\mathbf{r}))).
\]

This leads to

\[
U_1(x) = U_{1,a}(x) + U_{1,b}(x),
\]

with

\[
U_{1,a}(x) := \left( \int_{\varepsilon}^{L-\varepsilon} \frac{1}{|x - \gamma_0(s)|} ds \right) S_0(\gamma'(\mathbf{r}))v(\gamma(\mathbf{r}))
\]

\[
\quad \quad \quad \quad = \left( \int_{\varepsilon}^{L-\varepsilon - \pi/2} \frac{1}{(|x - \gamma(\mathbf{r})|^2 + z^2)^{1/2}} dz \right) v(\gamma(\mathbf{r}))
\]

\[
\quad \quad \quad \quad = (\sinh^{-1}(|x - \gamma(\mathbf{r})|^{-1}(L - \mathbf{r} - \varepsilon)) - \sinh^{-1}(-|x - \gamma(\mathbf{r}) - \varepsilon|)) v(\gamma(\mathbf{r})).
\]

Using that \( \sinh^{-1}(z) = \log(z + \sqrt{1 + z^2}) \), for any real \( z \), and that \( c\varepsilon \leq |x - \gamma(\mathbf{r})| \leq C\varepsilon \), elementary but tedious estimates show that

\[
|U_{1,a}(x) - 2| |v(\gamma(\mathbf{r}))| \leq C|v(\gamma(\mathbf{r}))| (1 + |\log(\text{dist}(x, \partial\mathcal{C}^c))|),
\]

where we used that \( \partial\mathcal{C}^c = \{\gamma(\varepsilon), \gamma(L - \varepsilon)\} \).

To estimate \( U_{1,b}(x) \), we use

\[
|A(p) - A(q)| \leq C \min\left\{1, |p - q| \max\left\{1/|p|, 1/|q|\right\}\right\},
\]

Thus, \( |U_{1,b}(x)| \) is bounded by

\[
C|v(\gamma(\mathbf{r}))| \int_{\varepsilon}^{L-\varepsilon} \frac{1}{|x - \gamma_0(s)|} \min\left\{1, |x - \gamma(\mathbf{r})| \max\left\{1/|x - \gamma_0(s)|, 1/|s - \mathbf{r}|\right\}\right\} ds,
\]

and therefore by

\[
C|v(\gamma(\mathbf{r}))| \left( \int_{\varepsilon}^{L-\varepsilon} \frac{1}{(s^2 + (x - \mathbf{r})^2)^{1/2}} ds + \int_{[\varepsilon, L-\varepsilon]} \frac{\varepsilon}{(s^2 + (x - \mathbf{r})^2)^{1/2}} ds \right),
\]
so that finally

\begin{equation}
|U_{1,6}(x)| \leq C|v(\gamma(\overbar{\sigma}))|.
\end{equation}

We now estimate \( U_2(x) \). Using that

\begin{equation}
|S(x_1) - S(x_2)| \leq C|x_1 - x_2| \max\left\{ \frac{1}{|x_1|^2}, \frac{1}{|x_2|^2} \right\},
\end{equation}

we deduce that

\begin{equation*}
|S(x - \gamma(s))k(\gamma'(s))v(\gamma(s)) - S(x - \gamma_0(s))k(\gamma'(\overbar{\sigma}))v(\gamma(\overbar{\sigma}))| \leq C\|v\|_{W^{1,x}(S_i)}.
\end{equation*}

Therefore,

\begin{equation}
|U_2(x)| \leq C\|v\|_{W^{1,x}(S_i)}.
\end{equation}

Combining (92), (98), (100), (102) and (104), we arrive at (86). \( \square \)

4.3. **Bogovskiĭ and extension operators with some uniformity with respect to the domain.** — A second ingredient of the proof of Corollary 4.2 is the use of some Bogovskiĭ operators with some natural norms that are bounded uniformly with respect to the domain.

We will make use of a statement regarding Bogovskiĭ operators associated with John domains. Roughly speaking, an open bounded domain \( \Omega \) is a John domain with respect to a point \( x_0 \) if each point \( y \) in \( \Omega \) can be reached by a Lipschitz curve beginning at \( x_0 \) and contained in \( \Omega \) in such a way that, for every point \( x \) in the curve, the distance from \( x \) to \( y \) is proportional to the distance from \( x \) to the boundary of \( \Omega \). This class strictly contains the Lipschitz domains. Notice nevertheless that external cusps are not allowed. Let us now give the precise definition of John domains following the definition of [1].

**Definition 4.5.** — Let \( \Omega \subset \mathbb{R}^n \) be an open bounded domain. Then, \( \Omega \) is called a John domain with constant \( Z > 0 \) if there exists \( x_0 \in \Omega \) such that for all \( x \in \Omega \) there is an \( Z \)-Lipschitz map \( \rho: [0, |x - x_0|] \to \Omega \) such that \( \rho(0) = x \), \( \rho(|x - x_0|) = x_0 \) and for all \( t \in [0, |x - x_0|] \),

\begin{equation}
\text{dist}(\rho(t), \partial \Omega) \geq t/Z.
\end{equation}

The filaments \( S_i \) are Lipschitz domains and therefore any smooth neighborhood of \( S_i \) is a John domain. In the next Lemma, we prove that suitable neighborhoods are John domains uniformly in \( \varepsilon \).

**Lemma 4.6.** — Let \( d > 0 \). Then, there exists \( \varepsilon_0 > 0 \) such that for all \( \varepsilon < \varepsilon_0 \), \( B_d(\xi_i) \setminus S_i \) is a John domain with a constant \( Z \) independent of \( \varepsilon \).

**Proof.** — We first consider the case of a closed filaments. The necessary adaptations for non-closed filaments will be discussed at the end of the proof.

Fix \( c < d \) such that the projection \( \xi_i: B_c(\xi_i) \to \xi_i \) as in Lemma 4.4 is well defined. We will consider \( \varepsilon_0 \) in \((0, c)\).
Choose any reference point \( x_0 \in B_d(\mathcal{C}_i) \setminus B_\varepsilon(\mathcal{C}_i) \). To construct a curve from \( x \in B_d(\mathcal{C}_i) \setminus S_i \) to \( x_0 \), we proceed in three steps: we construct three curves \( \rho_1, \rho_2 \) and \( \rho_3 \) that once pasted together connect \( x \) to \( x_0 \). We parametrize the curves by arc length and reparametrize at the end to obtain a curve \( \rho: [0,|y-x_0|] \to B_d(\mathcal{C}_i) \setminus S_i \) connecting \( x \) to \( x_0 \). In the following construction, the constants \( \eta_i, C > 0 \) will be independent of \( \varepsilon \). The construction is visualized in Figure 2.

Let \( R := 2\|\Psi_1\|_E \), where we recall from (3) that \( \Psi_1 \) specifies the cross section of the reference filament. In particular, we have \( S_i \subset B_{2\delta R/2}(\mathcal{C}_i) \).

First, if \( x \in B_{\varepsilon R}(\mathcal{C}_i) \), we construct a Lipschitz curve \( \rho_1: [0,T_1] \) from \( x \) to \( x_1 \in \partial B_{\varepsilon R}(\mathcal{C}_i) \) which satisfies \( T_1 \leq C\varepsilon R \) and \( \text{dist}(\rho_1(t),\partial S_i) \geq \eta t \). If \( x \notin B_{\varepsilon R}(\mathcal{C}_i) \), we set \( x_1 = x \). To construct \( \rho_1 \), we consider \( \xi_i(x) \) the projection of \( x \) on \( \mathcal{C}_i \) and \( \mathcal{F} \) such that \( \gamma_i(\mathcal{F}) = \xi_i(x) \). Let \( A \) be the plane through \( \xi_i(x) \) perpendicular to \( \gamma_i(\mathcal{F}) \). Note that \( x \in A \). Then, for \( \varepsilon \) sufficiently small, \( E = A \cap (B_{\varepsilon R}(\mathcal{C}_i) \setminus S_i) \) is a smooth two dimensional domain, and \( \hat{E} := (1/\varepsilon)E \) is independent of \( \varepsilon \) and depends smoothly on \( \xi_i(x) \). Therefore, we may construct \( \hat{\rho}_1 \) in \( \hat{E} \) in order to obtain an appropriate curve \( \rho_1 \) by rescaling.

Second, we construct a Lipschitz curve \( \rho_2: [0,T_2] \to B_d(\mathcal{C}_i) \setminus S_i \) from \( x_1 \) to some \( x_2 \in B_d(\mathcal{C}_i) \setminus B_{\varepsilon R}(\mathcal{C}_i) \) such that \( T_2 = (c - (\varepsilon R + \text{dist}(x_1,B_{\varepsilon R}(\mathcal{C}_i))))_+ \) and

\[
\text{dist}(\rho_2(t),S_i) \geq \text{dist}(\rho_2(t),B_{\varepsilon R}(\mathcal{C}_i)) + \frac{1}{2}\varepsilon R = t + \text{dist}(x_1,B_{\varepsilon R}(\mathcal{C}_i)) + \frac{1}{2}\varepsilon R.
\]  

To construct \( \rho_2 \), we just move along the gradient of \( \text{dist}(\cdot,\partial B_{\varepsilon R}(\mathcal{C}_i)) \). The gradient of \( \text{dist}(\cdot,\partial B_{\varepsilon R}(\mathcal{C}_i)) \) coincides with the gradient of \( \text{dist}(\cdot,S_i) \) outside of \( B_{\varepsilon R}(\mathcal{C}_i) \). The gradient is well defined through our choice of \( c \), and (106) holds.

Third, we construct a Lipschitz curve \( \rho_3: [0,T_3] \to B_d(\mathcal{C}_i) \setminus B_{\varepsilon}(\mathcal{C}_i) \) from \( x_2 \) to \( x_0 \) such that \( |T_3| \leq C|x_2-x_0| \). The existence of \( \rho_3 \) is straightforward since \( B_d(\mathcal{C}_i) \setminus B_{\varepsilon}(\mathcal{C}_i) \) is a Lipschitz domain independent of \( \varepsilon \) which contains \( x_0 \). In particular observe that the part of the condition (105) which concerns the distance to the external boundary \( \partial B_d(\mathcal{C}_i) \) of the domain \( B_d(\mathcal{C}_i) \setminus S_i \) is clear.
Now, we glue the three curves together and rescale to obtain $\rho: [0, |x - x_0|] \to B_d(\mathcal{C}_i) \sim S$, which has a Lipschitz constant
\begin{equation}
Z_0 = \frac{T}{|x - x_0|} =: \frac{T_1 + T_2 + T_3}{|x - x_0|}.
\end{equation}

Moreover, $\rho$ satisfies
\begin{equation}
\text{dist}(\rho(t), \partial S_i) \geq \begin{cases} \frac{\eta T |x - x_0|}{T} & 0 \leq t \leq \frac{T_1 |x - x_0|}{T}, \\ c \left( T - \frac{T_1 |x - x_0|}{T} \right) + \frac{1}{2} \varepsilon R & \frac{T_1 |x - x_0|}{T} \leq t \leq \frac{(T_1 + T_2) |x - x_0|}{T}, \\ c & \frac{(T_1 + T_2) |x - x_0|}{T} \leq t \leq |x - x_0|. \end{cases}
\end{equation}

Note that the additional constant $c$ in the second line above arises because the distance to $\partial S_i$ is considered instead of the distance to $\mathcal{C}_i$. We claim that
\begin{equation}
T \leq C|x - x_0|.
\end{equation}
which implies that $Z_0$ is bounded independently of $\varepsilon$ and $x$.

To prove the claim note that
\begin{equation}
T \leq C \varepsilon R 1_{x \in B_{\varepsilon R}(\mathcal{C}_i)} + (c - (\varepsilon R + \text{dist}(x_1, B_{\varepsilon R}(\mathcal{C}_i))))_+ + C|x_2 - x_0|,
\end{equation}
where the notation $1$ is used for the indicator function of the set written as an index. Consider first the case $x \in B_{\varepsilon R}(\mathcal{C}_i)$. Then, for $\varepsilon$ sufficiently small, $\varepsilon R \leq c \leq 2|x - x_0|$. Moreover, $x_1 \in \partial B_{\varepsilon R}(\mathcal{C}_i)$. Thus
\begin{equation}
(c - (\varepsilon R + \text{dist}(x_1, B_{\varepsilon R}(\mathcal{C}_i))))_+ = |x_1 - x_2| \leq c \leq 2|x - x_0|,
\end{equation}
and finally
\begin{equation}
|x_2 - x_0| \leq |x - x_0| + |x - x_1| - |x_1 - x_2| \leq |x - x_0| + 2c \leq C|x - x_0|
\end{equation}
such that we conclude (109).

If $x \notin B_{\varepsilon R}(\mathcal{C}_i)$ but $x \in B_c(\mathcal{C}_i)$, then we use that $x_2$ is the orthogonal projection of $x = x_1$ to $\partial B_c(\mathcal{C}_i)$. Thus
\begin{equation}
T_2 = |x - x_2| = \text{dist}(x, \partial B_c(\mathcal{C}_i)) \leq |x - x_0|
\end{equation}
and we deduce again (109) by the triangle inequality. In the case $x \notin B_c(\mathcal{C}_i)$, the claim is also trivially satisfied since $T_1 = T_2 = 0$.

It remains to verify that $\text{dist}(\rho(t), \partial S_i) \geq t/Z$, for some $Z$ independent of $x$ and $\varepsilon$. By (108), we see that this is satisfied on the first and on the third part of the curve. Recalling $|T_1| \leq C \varepsilon R$, the same holds for the second part of the curve. This finishes the proof.

In the case of a non-closed filament, the proof works almost the same. The only necessary change is due to the fact that the plane $A$ as defined in the construction of $\rho_1$ above does not always contain $x$. Indeed $x \notin A$ if the segment $[x, \xi(x)]$ is not perpendicular to $\gamma_t(\bar{x})$ which can only happen if $\xi(x) \in \partial \mathcal{C}_i$. Fix such an $x \in B_c(\mathcal{C}_i)$
and let $P(x)$ be the projection of $x$ to $\partial S_i$. Then, since the faces of $\partial S_i$, i.e., the surfaces $\{y \in \partial S_i : \xi(y) \in \partial \mathcal{C}_1\}$, are flat, the straight curve

$$\rho_{1,2}(t) := x + t \frac{x - P(x)}{|x - P(x)|} \quad \text{satisfies} \quad \text{dist}(\rho_{1,2}(t), \partial S_i) \geq t,$$

for all $t \leq T_2$ which we again take to be the time where $\rho_{1,2}(t) \in \partial B_c(\mathcal{C}_i)$. From there, we can continue with the curve $\rho_3$ as above.

Now the statement that we will use is the following particular case of [1, Th. 4.1], where $L^2_d$ denotes the space of $L^2$-functions with vanishing mean.

**Theorem 4.7 ([1, Th. 4.1]).** — Let $\Omega \subset \mathbb{R}^3$ be a John domain with constant $Z$. Then there exists a bounded linear operator $\text{Bog} : L^2_d(\Omega) \to H^1_0(\Omega)$ such that for all $f \in L^2_d(\Omega)$

$$\text{div \ Bog} f = f,$$

and the operator norm $\|\text{Bog} \|_{L^2_d(\Omega) \to H^1_0(\Omega)}$ depends only on $Z$ and $\text{diam}(\Omega)$.

Relying on this result, we prove the following lemmas about extending functions defined on $\partial S_j$.

**Lemma 4.8.** — Let $d > 0$. Then, there exists $\varepsilon_0(d) > 0$ and $C(d) > 0$ such that for all $\varepsilon$ in $(0, \varepsilon_0)$ the following holds. Let $\chi$ in $H^1(\partial S_j)$ satisfying

$$\int_{\partial S_j} \chi \cdot n \, d\mathcal{H}^2 = 0.$$

Then, there exists a divergence-free function $\psi \in H^1(\mathbb{R}^3 \setminus S_j)$ such that $\psi = \chi$ on $\partial S_j$, $\text{supp} \, \psi \subset B_d(\mathcal{C}_j)$ and

$$\|\psi\|^2_{H^1(\mathbb{R}^3 \setminus S_j)} \leq \frac{C}{\varepsilon} \|\chi\|^2_{L^2(\partial S_j)} + C\varepsilon \|\nabla \chi\|^2_{L^2(\partial S_j)}.$$

**Proof.** — We consider first the case of a closed filament $S_j$. The necessary adaptations for a non-closed filament will be discussed at the end of the proof. Let $c > 0$ and $T_c = B_{c\varepsilon}(S_j) \setminus S_j$. Denote by $P_c$ the projection from $T_c$ to $\partial S_j$. Then, there exists $(c, \varepsilon_0)$ (depending only on $\mathcal{C}_j$) such that for all $\varepsilon < \varepsilon_0$, $P_c$ is well-defined, smooth and $|\nabla P_c| \leq C$. By further reducing $\varepsilon_0$ (depending on $d$), we ensure that $T_c \subset B_d(\mathcal{C}_j)$. Let $\theta_c$ be a smooth cutoff function supported in $T_c$ such that $\theta_c = 1$ on $\partial S_j$ and $|\nabla \theta_c| \leq C/\varepsilon$.

Consider the function

$$\psi(x) = \theta_c(x) \chi(P_c(x)) - \text{Bog}(\text{div}(\theta_c(x) \chi(P_c(x))))(x),$$

where Bog denotes suitable Bogovskiï operators on $B_d(\mathcal{C}_j) \setminus S_j$, provided by Theorem 4.7. We readily check the condition

$$\int_{B_d(\mathcal{C}_j) \setminus S_j} \text{div}(\theta_c(x) \chi(P_c(x))) = \int_{\partial S_j} \chi \cdot n \, d\mathcal{H}^2 = 0.$$
Therefore, we have
\begin{align}
|v|_{H^1(\mathbb{R}^3 \setminus S_j)}^2 &\leq C \|\nabla (\theta_\varepsilon \chi \circ P_\varepsilon)\|_{L^2(\mathbb{R}^3 \setminus S_j)}^2 \\
&\leq C \varepsilon^2 \|\chi \circ P_\varepsilon\|_{L^2(T_\varepsilon)}^2 + C \|\nabla \chi \circ P_\varepsilon\|_{L^2(T_\varepsilon)}^2.
\end{align}

Finally, we observe that, by a change of coordinates and Fubini’s principle,
\begin{equation}
\|\chi \circ P_\varepsilon\|_{L^2(T_\varepsilon)}^2 \leq \varepsilon \|\chi\|_{L^2(\partial S_j)},
\end{equation}
and analogously for the gradient. This implies the result. For the change of coordinates we used that for each \( r \in (0, \varepsilon c) \), \( P_\varepsilon \) is a diffeomorphism (uniformly in \( r \) and \( \varepsilon \)) from \( \partial B_r(S_j) \) to \( \partial S_j \) for \( c, \varepsilon_0 \) sufficiently small.

This is not the case for a non-closed filament \( S_j \) which is only Lipschitz. Thus, we need to slightly modify the definition of \( P_\varepsilon \). To this end, we first define \( \tilde{P}_\varepsilon \) as the projection from \( T_\varepsilon \) to
\begin{equation}
\mathcal{Z}_j := \{ x \in S_j : \text{dist}(x, \partial S_j) \geq \varepsilon c \}.
\end{equation}

After possibly reducing \( c \) and \( \varepsilon_0 \), \( \mathcal{Z}_j \) satisfies an exterior sphere condition with \( R \geq 4\varepsilon c \), which makes this projection well-defined and also \( P_\varepsilon : T_\varepsilon \to \partial S_j \),
\begin{equation}
P_\varepsilon(x) := \tilde{P}_\varepsilon(x) + c \varepsilon \frac{x - \tilde{P}_\varepsilon(x)}{|x - \tilde{P}_\varepsilon(x)|},
\end{equation}

Then, \( P_\varepsilon \) is again a diffeomorphism (uniformly in \( r \) and \( \varepsilon \)) from \( \partial B_r(S_j) \) to \( \partial S_j \). Indeed, the exterior sphere condition yields for all \( x, y \in T_\varepsilon \)
\begin{equation}
|\tilde{P}_\varepsilon(x) - \tilde{P}_\varepsilon(y)| \leq 2|x - y|.
\end{equation}

Thus, for all \( x, y \in \partial B_r(S_j) \)
\begin{equation}
|P_\varepsilon(x) - P_\varepsilon(y)| \leq 2|x - y| + c \varepsilon \frac{|x - y| + |\tilde{P}_\varepsilon(x) - \tilde{P}_\varepsilon(y)|}{r + c \varepsilon} \leq 5|x - y|.
\end{equation}

It remains to check that
\begin{equation}
|P_\varepsilon(x) - P_\varepsilon(y)| \geq c_0 |x - y|.
\end{equation}

To this end, we distinguish two cases: in the first case, \( |\tilde{P}_\varepsilon(x) - \tilde{P}_\varepsilon(y)| \geq |x - y|/8 \). In this case (125) follows from (124) applied to \( P_\varepsilon(x), P_\varepsilon(y) \) instead of \( x, y \) and using that \( \tilde{P}_\varepsilon(P_\varepsilon(x)) = P_\varepsilon(x) \). In the opposite case, \( |\tilde{P}_\varepsilon(x) - \tilde{P}_\varepsilon(y)| \leq |x - y|/8 \). Then, using \( r \leq c \varepsilon \), (123) implies
\begin{equation}
|P_\varepsilon(x) - P_\varepsilon(y)| \geq \frac{|x - y|}{2} - 2|\tilde{P}_\varepsilon(x) - \tilde{P}_\varepsilon(y)| \geq \frac{|x - y|}{4}.
\end{equation}

4.4. Proof of Theorem 4.1. — Let us first focus on proving (69), observing that the estimate (68) will follow from (69), (87) and (89).

By Lemma 4.3 it suffices to show (69) with \( U_{\varepsilon r} \) replaced by \( U_{\varepsilon r} \), namely
\begin{equation}
\|u - |\log \varepsilon|^{-1} U_{\varepsilon r} \|_{H^1(\mathbb{R}^3 \setminus S_j)} \leq C \|\log \varepsilon|^{-1} |v||_{W^{1,\infty}(S_j)}.
\end{equation}

Let
\begin{equation}
u_r := u - |\log \varepsilon|^{-1} U_{\varepsilon r} \|v|.
\end{equation}
Using (89) for inside $S_j$, for $j \neq i$, and the definition of $u$, we observe that, to prove the estimate (126), it suffices to show that

\[ \|u_r\|_{\tilde{H}^1(S_j)} \leq C \|\log \epsilon\|^{-1} \|v\|_{W^{1,\infty}(S_j)}. \]

We apply Lemma 4.8 with $\chi = u_r$, which satisfies the condition

\[ \int_{\partial S_j} u_r \cdot n \, d\mathcal{H}^2 = \int_{S_j} \text{div} \, u_r = 0, \]

for $1 \leq j \leq N$.

By (86), since

\[ \int_{\partial S_i} \|\log(\text{dist}(x, \partial\mathcal{C}_i))\|^2 \, d\mathcal{H}^2 \leq C\epsilon, \]

we have

\[ \|u_r\|^2_{L^2(\partial S_i)} \leq C\epsilon \|\log \epsilon\|^{-2} \|v\|^2_{W^{1,\infty}(S_i)}, \]

Moreover from the pointwise estimate (67) applied to $U_{\epsilon_i}$ and recalling (82), we find

\[ |\nabla \tau u_r|^2_{L^2(\partial S_i)} \leq \frac{C}{\epsilon} \|\log \epsilon\|^{-2} \|v\|^2_{W^{1,\infty}(S_i)}, \]

where $\nabla \tau$ denotes the tangential part of the gradient. Finally, for $j \neq i$, we observe that (89) implies

\[ \|u_r\|^2_{L^2(\partial S_j)} \leq C \|\log \epsilon\|^{-2} \|v\|^2_{W^{1,\infty}(S_j)}, \]

\[ |\nabla \tau u_r|^2_{L^2(\partial S_j)} \leq C \|\log \epsilon\|^{-2} \|v\|^2_{W^{1,\infty}(S_j)}, \]

for some constant depending on $d$.

Thus, Lemma 4.8 yields a divergence-free function $\tilde{u}_r = \sum \psi_i \in H^1(\mathcal{F})$ with $\tilde{u}_r = u_r$ on $\partial\mathcal{F}$ and

\[ |\tilde{u}_r|_{\tilde{H}^1(\mathcal{F})} \leq C \|\log \epsilon\|^{-1} \|v\|_{W^{1,\infty}}. \]

We conclude by recalling that $u_r$ solves the Stokes equations in $\mathcal{F}$. Thus, it minimizes the $\tilde{H}^1$-norm among all divergence-free functions which satisfy the same boundary conditions according to the Helmholtz minimum dissipation theorem which we now recall.

**Theorem 4.9.** — If $u$ in $\tilde{H}^1(\mathcal{F})$ satisfies

\[ -\Delta u + \nabla p = 0, \quad \text{and} \quad \text{div} \, u = 0 \quad \text{in} \, \mathcal{F}, \]

and $\tilde{u}$ in $\tilde{H}^1(\mathcal{F})$ satisfies

\[ \text{div} \, \tilde{u} = 0 \quad \text{in} \, \mathcal{F} \quad \text{and} \quad \tilde{u} = u \quad \text{on} \, \partial\mathcal{F}, \]

then

\[ |u|_{\tilde{H}^1(\mathcal{F})} \leq |\tilde{u}|_{\tilde{H}^1(\mathcal{F})}. \]

**Proof.** — Using $\tilde{u} - u$ as a test function in the weak formulation of the PDE for $u$, we find $(\tilde{u} - u, \tilde{u})_{\tilde{H}^1(\mathcal{F})} = 0$ and thus $|\tilde{u}|^2_{\tilde{H}^1(\mathcal{F})} = |\tilde{u} - u|^2_{\tilde{H}^1(\mathcal{F})} + |u|^2_{\tilde{H}^1(\mathcal{F})}$. \(\square\)
For the proof of Theorem 4.1, it remains to show (70). This estimate follows directly from (69), (88) and the following lemma.

**Lemma 4.10.** For all \( d > 0 \) and \( p < 3/2 \) there exists \( \varepsilon_0(d) > 0 \) and \( C_p(d) > 0 \) such that for all \( \varepsilon < \varepsilon_0 \) and all \( d_{\min} \geq d \) the following holds. Let \( q \in [p, \infty] \) and let \( \mathbf{v} \in \dot{H}^1(\mathcal{F}) \cap W_{\text{loc}}^{1,q}(\mathbb{R}^3) \) be divergence-free and solve the homogeneous Stokes equations in \( \mathcal{F} \), that is

\[
-\Delta \mathbf{v} + \nabla p = 0 \quad \text{and} \quad \text{div} \, \mathbf{v} = 0 \quad \text{in} \, \mathcal{F}.
\]

Then,

\[
|\mathbf{v}|_{W_{\text{loc}}^{1,p}} \leq C_p |\log \varepsilon|^{-1/2} \|\nabla \mathbf{v}\|_{L^2(\mathcal{F})} + \varepsilon^{2/q'-2/p'} \|\nabla \mathbf{v}\|_{L^q(\bigcup S_i, S_i)}.
\]

**Proof.** Let \( K \) be compact, \( g \in L^{p'} \), supp \( g \subset K \) and let \( w \) solve

\[
-\Delta w + \nabla \pi = \text{div} \, g \quad \text{and} \quad \text{div} \, w = 0 \quad \text{in} \, \mathbb{R}^3.
\]

Then, by standard regularity theory and Sobolev embedding with \( 1/p' = 1/r - 1/3 \)

\[
|\nabla w|_{L^{p'}(\mathbb{R}^3)} + \|w\|_{L^r(\mathbb{R}^3)} \leq C_p (\|\nabla w\|_{L^{p'}(\mathbb{R}^3)} + \|\nabla w\|_{L^q(\mathbb{R}^3)}) \leq C_{K,p} \|g\|_{L^{p'}(\mathbb{R}^3)},
\]

where we used in the last step that \( g \in L^{r}(\mathbb{R}^3) \) due to its compact support. Thus the desired estimate for \( \|\nabla \mathbf{v}\|_{L^p(K)} \) will follow by duality once we have shown

\[
\int_{\mathbb{R}^3} \nabla \mathbf{v} \cdot g = 2 \int_{\mathbb{R}^3} D\mathbf{w} : D\mathbf{v}
\]

where \( \mathcal{D} \) is the deformation tensor, see (21). The estimate for \( \|\mathbf{v}\|_{L^p(K)} \) follows along the same lines by considering the problem \(-\Delta \mathbf{w} + \nabla \pi = g \) and the fact that

\[
\int_{\mathbb{R}^3} \mathbf{v} \cdot g = 2 \int_{\mathbb{R}^3} D\mathbf{w} : D\mathbf{v}.
\]

Note that the regularity of \( \mathbf{w}' \) is even better than the regularity of \( \mathbf{w} \).

To show (136), we split the left hand side into

\[
2 \int_{\mathbb{R}^3} D\mathbf{w} : D\mathbf{v} = 2 \int_{\bigcup S_i} D\mathbf{w} : D\mathbf{v} + 2 \int_{\mathcal{F}} D\mathbf{w} : D\mathbf{v} =: I_1 + I_2.
\]

By Hölder’s inequality, we estimate

\[
I_1 \leq C_{\varepsilon} \varepsilon^{2/q'-2/p'} \|\nabla \mathbf{v}\|_{L^q(\bigcup S_i, S_i)} \|\nabla \mathbf{w}\|_{L^{p'}},
\]

where we used \( |\bigcup S_i| \leq C \varepsilon^2 \). Moreover, by some integrations by parts, we have that

\[
I_2 = \sum_{1 \leq i \leq N} \int_{\partial S_i} \Sigma(v, p)n \cdot w = 2 \int_{\mathbb{R}^3 \setminus \mathcal{F}} D\mathbf{v} : D\mathbf{v} \leq 2 \|\mathbf{v}\|_{H^1(\mathcal{F})} \|\mathbf{v}\|_{H^1(\mathcal{F})}
\]

for all divergence-free functions \( \varphi \in \dot{H}^1(\mathbb{R}^3) \) with \( \varphi = w \) in \( S_i \).

Therefore, it remains to show that such a function \( \varphi \) exists which satisfies

\[
\|\varphi\|_{\dot{H}^1} \leq C |\log \varepsilon|^{-1/2} \left( \|\nabla \mathbf{w}\|_{L^{p'}(\mathbb{R}^3)} + \|w\|_{L^r(\mathbb{R}^3)} \right).
\]
The construction of such a function \( \varphi \) is similar to the construction in the proof of Lemma 4.8. However, since we have better control of the function which we want to extend, we will see that using a different cut-off function yields better estimates than in Lemma 4.8. More precisely, we consider extend, we will see that using a different cut-off function yields better estimates than in Lemma 4.8. However, since we have better control of the function which we want to estimate the Bogovski˘ı operator since \( \theta \) is chosen small, such that \( \delta_i \subset B_{\varepsilon R}(\mathcal{C}_i) \subset B_d(\mathcal{C}_i) \) for all \( 1 \leq i \leq N \). Then, we define

\[
\theta_{\varepsilon}(x) := \begin{cases} 
\log(\text{dist}(x, \bigcup \mathcal{C}_i)) - \log d & \text{in } \bigcup (B_d(\mathcal{C}_i) \setminus B_{\varepsilon R}(\mathcal{C}_i)), \\
1 & \text{in } \bigcup B_{\varepsilon R}(\mathcal{C}_i), \\
0 & \text{in } \mathbb{R}^3 \setminus (\bigcup B_d(\mathcal{C}_i)).
\end{cases}
\] (141)

Note that this cut-off function corresponds to the 2-dimensional capacitary function of a ball \( B_{\varepsilon}(x) \) within \( B_d(x) \).

Now we define

\[
\varphi := \theta_{\varepsilon} w - \text{Bog}(\nabla \theta_{\varepsilon} \cdot w).
\] (142)

Note that \( \supp \nabla \theta_{\varepsilon} \subset \cup B_{\varepsilon}(\mathcal{C}_i) \setminus B_{\varepsilon R}(\mathcal{C}_i) \). We may apply Lemma 4.6 to this domain to estimate the Bogovski˘ı operator since \( B_{\varepsilon R}(\mathcal{C}_i) \) just corresponds to a filament with centerline \( \mathcal{C}_i \) and circular cross section.

Thus, we can estimate

\[
|\varphi|_{H^1} \leq \|w \nabla \theta_{\varepsilon}\|_{L^2(\mathbb{R}^3)} + \|\theta_{\varepsilon} \nabla w\|_{L^2(\mathbb{R}^3)} \leq \|w\|_{L^p(\mathbb{R}^3)} \|\nabla \theta_{\varepsilon}\|_{L^2(\mathbb{R}^3)} + \|\theta_{\varepsilon}\|_{L^{p'}(\mathbb{R}^3)} \|\nabla w\|_{L^{p'}(\mathbb{R}^3)},
\] (143)

where \( 1/p + 1/p' = 1/2 \). To conclude, we assume that \( \varepsilon_0 \) is chosen small enough such that \( \log d - \log(\varepsilon R) \geq -\frac{1}{2} \log \varepsilon \). Then,

\[
\|\nabla \theta_{\varepsilon}\|_{L^2(\mathbb{R}^3)} \leq C |\log \varepsilon|^{-2} \sum_{1 \leq i \leq N} \int_{B_d(\mathcal{C}_i) \setminus B_{\varepsilon R}(\mathcal{C}_i)} \frac{1}{\text{dist}^2(x, \mathcal{C}_i)} \, dx \leq C |\log \varepsilon|^{-1},
\] (144)

and for all \( r < \infty \),

\[
|\theta_{\varepsilon}|_{L^r(\mathbb{R}^3)} \leq C |\log \varepsilon|^{-r} \sum_{1 \leq i \leq N} \int_{B_d(\mathcal{C}_i)} |\log(\text{dist}(x, \mathcal{C}_i))|^{r} + |\log d|^r \, dx \leq C_r |\log \varepsilon|^{-r}.
\] (145)

Inserting (144) and (145) in (143) yields (140). This concludes the proof. \( \square \)

4.5. Proof of Corollary 4.2. — This subsection is devoted to the proof of Corollary 4.2. Let us therefore consider a vector field \( v \) in \( W^{1, \infty}(\bigcup_{j=1}^N S_j) \) and divergence-free. Our aim is to establish the inequality (72) regarding the approximation of

\[
\int_{\bigcup_{j=1}^N S_j} (\Sigma(V_{i, \alpha}, P_{i, \alpha}) u_i) \cdot v \, d\mathcal{H}^2 \leq |\log \varepsilon|^{-1} I_{\mathcal{C}_i}[u_{i, \alpha}, v],
\] (146)

where the functions \( (V_{i, \alpha}, P_{i, \alpha}) \) are defined in (71). Let

\[
u_{i, \alpha} := |\log \varepsilon|^{-1} U_{\mathcal{C}_i}[v_{i, \alpha}] \quad \text{and} \quad \nu_{i, \alpha} := |\log \varepsilon|^{-1} P_{\mathcal{C}_i}[v_{i, \alpha}],
\] (147)
where $U_{c_i}$ and $P_{c_i}$ are the operators respectively defined in (44) and (48). By (49),
\begin{equation}
- \Delta u_{i,\alpha} + \nabla p_{i,\alpha} = [\log \varepsilon]^{-1} \mu_{c_i}[v_{i,\alpha}], \quad \text{div } u_{i,\alpha} = 0,
\end{equation}
in the sense of distributions in $\mathbb{R}^3$. Let us decompose
\begin{equation}
\int_{\bigcup_{j=1}^{N} \varepsilon S_j} (\Sigma(V_{i,\alpha}, P_{i,\alpha}) n) \cdot v \, d\mathcal{H}^2 - [\log \varepsilon]^{-1} I_{c_i}[v_{i,\alpha}, v]
= \int_{\varepsilon S_i} \Sigma(u_{i,\alpha}, p_{i,\alpha}) n \cdot v \, d\mathcal{H}^2 - [\log \varepsilon]^{-1} I_{c_i}[v_{i,\alpha}, v]
+ \int_{\bigcup_{j=1}^{N} \varepsilon S_j} (\Sigma(V_{i,\alpha}, P_{i,\alpha}) n) \cdot v \, d\mathcal{H}^2 - \int_{\varepsilon S_i} \Sigma(u_{i,\alpha}, p_{i,\alpha}) n \cdot v \, d\mathcal{H}^2.
\end{equation}

By an integration by parts inside the filament $S_i$ and recalling the definition (31), we deduce from (148) that
\begin{equation}
\int_{\varepsilon S_i} \Sigma(u_{i,\alpha}, p_{i,\alpha}) n \cdot v \, d\mathcal{H}^2 = \int_{S_i} (-\Delta u_{i,\alpha} + \nabla p_{i,\alpha}) \cdot v + \int_{S_i} \Sigma(u_{i,\alpha}, p_{i,\alpha}) : D(v)
= [\log \varepsilon]^{-1} I_{c_i}[v_{i,\alpha}, v] + \int_{S_i} \Sigma(u_{i,\alpha}, p_{i,\alpha}) : D(v).
\end{equation}

By (67), and by observing that the pressure $P_{c_i}$ satisfies the same pointwise decay estimates as the velocity gradient $\nabla U_{c_i}$,
\begin{equation}
\left| \int_{S_i} \Sigma(u_{i,\alpha}, p_{i,\alpha}) : D(v) \right| \leq C \|v\|_{W^{1,\infty}(S_i)} \int_{S_i} \frac{1}{\text{dist}(x, \mathbb{E}_i)} \, dx \leq C \varepsilon \|v\|_{W^{1,\infty}(S_i)}.
\end{equation}
Let $w := \sum_{i=1}^{N} w_i$, where $w_i$ is the solution to (63). Then $w = v$ in $\bigcup_{j \neq i} S_j$ and thus,
\begin{align*}
\int_{\bigcup_{j=1}^{N} \varepsilon S_j} (\Sigma(V_{i,\alpha}, P_{i,\alpha}) n) \cdot v \, d\mathcal{H}^2 &= \int_{\bigcup_{j=1}^{N} \varepsilon S_j} (\Sigma(V_{i,\alpha}, P_{i,\alpha}) n) \cdot w \, d\mathcal{H}^2 \\
&= \int_{\bigcup_{j=1}^{N} \varepsilon S_j} D(V_{i,\alpha}) : D(w) \\
&= \int_{\mathbb{R}^3 \setminus S_i} D(V_{i,\alpha}) : D(w),
\end{align*}
since $D(V_{i,\alpha}) = 0$ in $\bigcup_{j \neq i} S_j$. On the other hand, it follows from (148) that
\begin{align*}
\int_{\varepsilon S_i} \Sigma(u_{i,\alpha}, p_{i,\alpha}) n \cdot v \, d\mathcal{H}^2 &= \int_{\varepsilon S_i} \Sigma(u_{i,\alpha}, p_{i,\alpha}) n \cdot w \, d\mathcal{H}^2 \\
&= \int_{\mathbb{R}^3 \setminus S_i} D(u_{i,\alpha}) : D(w) \, d\mathcal{H}^2,
\end{align*}
so that
\begin{align*}
\int_{\bigcup_{j=1}^{N} \varepsilon S_j} (\Sigma(V_{i,\alpha}, P_{i,\alpha}) n) \cdot v \, d\mathcal{H}^2
- \int_{\varepsilon S_i} \Sigma(u_{i,\alpha}, p_{i,\alpha}) n \cdot w \, d\mathcal{H}^2
&= \int_{\mathbb{R}^3 \setminus S_i} D(V_{i,\alpha} - u_{i,\alpha}) : D(w).
\end{align*}
Therefore, by Theorem 4.1, we deduce that

\begin{equation}
\left| \int_{\bigcup_{j=1}^{N} \partial S_j} (\Sigma(V_{i,\alpha}, P_{i,\alpha}) n) \cdot h \, d\Omega^2 - \int_{\partial S_i} \Sigma(u_{i,\alpha}, p_{i,\alpha}) n \cdot v \, d\Omega \right|
\leq \|u_{i,\alpha} - V_{i,\alpha}\|_{H^1(\mathbb{R}^3 \setminus S_i)} \|w\|_{H^1(\mathbb{R}^3)} \leq C \|\log \varepsilon\|^{-3/2} \|v\|_{W^{1,\infty}(\bigcup_j \partial S_j)}.
\end{equation}

Gathering (149), (150), (151) and (152) we arrive at (72) and this finishes the proof of Corollary 4.2.

5. SHAPE DERIVATIVES

Since the filaments evolve in time, it is necessary to tackle the behaviour of the solutions to the Stokes system with Dirichlet data in the filaments under rigid displacements of the filaments. To this end we establish the following bound on the shape derivatives, with respect to rigid motions of the filaments, of the interaction energy of two solutions to the Stokes system with fixed values in the filaments. This bound is uniform with respect to \( \varepsilon \) and to the positions for which a positive minimal distance between the centerlines is guaranteed.

**Proposition 5.1.** — For all \( d > 0 \), there are \( C(d) > 0 \) and \( \varepsilon_0(d) > 0 \) such that for all \( \varepsilon \) in \((0, \varepsilon_0)\), for all \((h, Q)\) in \(\mathbb{R}^{3N} \times SO(3)^N\) such that the corresponding minimal distance \(d_{\min}\) between the centerlines defined in (65), satisfies \(d_{\min} \geq d\), and for all divergence-free vector fields \(\varphi_1\) and \(\varphi_2\) in \(W^{2,\infty}(\mathbb{R}^3)\), the following holds true. The corresponding solutions \(\psi_1\) and \(\psi_2\) in \(H^3(\mathcal{F})\) to the Stokes problem

\begin{equation}
-\Delta \psi_i + \nabla p_i = 0 \quad \text{and} \quad \text{div} \psi_i = 0 \quad \text{in} \, \mathcal{F},
\end{equation}

\(\psi_i = \varphi_i\) on \(\bigcup_{j=1}^{N} \partial S_j\),

where the position \(S_i\) of the filaments are deduced from their original positions by \((h, Q)\) as in (11), satisfy

\begin{equation}
|\nabla_h, Q (D(\psi_1), D(\psi_2))|_{L^2(\mathcal{F})} \leq C |\log \varepsilon|^{-1/2} \left( |\varphi_1|_{W^{1,\infty}(\mathbb{R}^3)} |\varphi_2|_{W^{2,\infty}(\mathbb{R}^3)} + |\varphi_1|_{W^{2,\infty}(\mathbb{R}^3)} |\varphi_2|_{W^{1,\infty}(\mathbb{R}^3)} \right).
\end{equation}

Above the notation \((\cdot, \cdot)_{L^2(\mathcal{F})}\) stands for the inner product in \(L^2(\mathcal{F})\).

**Proof of Proposition 5.1.** — To establish the bound (154) of the shape derivative of the interaction energy

\[ (D(\psi_1), D(\psi_2))_{L^2(\mathcal{F})} \]

we estimate the difference of such interaction energies corresponding to two close configurations of the filaments. To this end, let \(d > 0\), let \(\varphi_1, \varphi_2\) divergence-free vector fields in \(W^{2,\infty}(\mathbb{R}^3)\). Let \((h, Q) \in \mathbb{R}^{3N} \times SO(3)^N\) with \(d_{\min} \geq d\) and let \((\tilde{h}, \tilde{Q}) \in \mathbb{R}^{3N} \times SO(3)^N\) such that \(|(h, Q) - (\tilde{h}, \tilde{Q})| \leq \delta\) small enough, to be chosen later. For \(i = 1, 2\), let \(\psi_i\) and \(\tilde{\psi}_i\), the solutions to (153) corresponding to the same boundary data \(\varphi_i\), and to the filaments’ positions \((h, Q)\) and \((\tilde{h}, \tilde{Q})\), respectively. Corresponding
pressures are denoted by \( p_i \) and \( \tilde{p}_i \). Thus, for \( i = 1, 2 \), on the one hand \( (\psi_i, p_i) \) satisfies (153) and on the other hand \( (\tilde{\psi}_i, \tilde{p}_i) \) satisfies

\[
-\Delta \tilde{\psi}_i + \nabla \tilde{p}_i = 0 \quad \text{and} \quad \text{div} \tilde{\psi}_i = 0 \quad \text{in} \ \tilde{\mathcal{F}},
\]

(155)

\[ \tilde{\psi}_1 = \varphi_1 \quad \text{on} \quad \bigcup_{j=1}^{N} \tilde{\mathcal{S}}_j, \]

where \( \mathcal{F} \) and \( \tilde{\mathcal{F}} \) denote the fluid domain respectively corresponding to \( (h, Q) \) and \( (\tilde{h}, \tilde{Q}) \), while the sets \( \mathcal{S}_j \) and \( \tilde{\mathcal{S}}_j \) are the positions respectively occupied by the filaments in the two configurations.

To prove Proposition 5.1 we are going to prove that there are \( C(d) > 0 \) and \( \varepsilon_0(d) > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0) \),

\[
\|(D(\psi_1), D(\psi_2))_{L^2(\mathcal{F})} - (D(\tilde{\psi}_1), D(\tilde{\psi}_2))_{L^2(\tilde{\mathcal{F}})}\|
\leq C\delta \|\log \varepsilon\|^{-1} \left( \||\varphi_1| W^{1, \infty}(\mathbb{R}^3)\| \varphi_2\| W^{2, \infty}(\mathbb{R}^3)\| \right) + \|\varphi_1\| W^{2, \infty}(\mathbb{R}^3)\| \varphi_2\| W^{1, \infty}(\mathbb{R}^3)\|.
\]

(156)

Without loss of generality, we may restrict the proof to the case where only one filament is displaced, say the first one, so that the positions of the other filaments is the same for the two configurations, that is \( (\tilde{h}_j, \tilde{Q}_j) = (h_j, Q_j) \) for all \( 2 \leq j \leq N \). As a consequence,

\[
\mathcal{S}_j = \tilde{\mathcal{S}}_j, \quad \text{for all} \ j \text{ such that} \ 2 \leq j \leq N.
\]

Moreover, up to a change of frame, we may also assume without loss of generality that the position of the first filament satisfies \( (h_1, Q_1) = (0, \text{Id}) \), and we recall that the position \( (\tilde{h}_1, \tilde{Q}_1) \) of the first filament in the second configuration is in general different from \( (0, \text{Id}) \) but \( \delta \)-close so that

\[
|\tilde{h}_1| + |\tilde{Q}_1 - \text{Id}| \leq \delta.
\]

(157)

**Step 1: Construction of a suitable deformation.** — In this first step we introduce an auxiliary vector field associated with \( \tilde{\psi}_1 \), see (167) for the definition, but which solves a Stokes system in \( \mathcal{F} \), see (174) for the exact system.

We choose a neighborhood \( \mathcal{T}_1 \) defined by \( \mathcal{T}_1 = \mathcal{S}_1^c \) (i.e., the filament corresponding to \( 2 \varepsilon \) instead of \( \varepsilon \)). Lemma 4.6 ensures that the set

\[
\mathcal{J}_1 := B_{d/4}(\mathcal{C}_1) \setminus \mathcal{T}_1
\]

is a John domain with a constant \( Z \) independent of \( \varepsilon \) for \( \varepsilon \) sufficiently small. Let \( \eta \in C_0^\infty(B_{d/4}(\mathcal{C}_1)) \) be a nonnegative cut-off function such that \( \eta = 1 \) in \( \mathcal{T}_1 \).

Let \( \phi \) be the function from \( \mathbb{R}^3 \) to \( \mathbb{R}^3 \) such that for all \( x \) in \( \mathbb{R}^3 \),

\[
\phi(x) := x + ((\tilde{Q}_1 - \text{Id})x + \tilde{h}_1)\eta(x).
\]

(160)

By construction,

\[
\phi(\mathcal{F}) = \tilde{\mathcal{F}}, \quad \text{in particular} \quad \phi(\mathcal{S}_1) = \tilde{\mathcal{S}}_1,
\]

and

\[
\phi|_{\mathbb{R}^3 \backslash (B_{d/4}(\mathcal{C}_1))} = \text{Id}_{\mathbb{R}^3 \backslash (B_{d/4}(\mathcal{C}_1))}.
\]

(162)
Moreover \( \phi \) and \( \phi^{-1} \) are diffeomorphisms from \( \mathbb{R}^3 \) to \( \mathbb{R}^3 \) with

\[
|\nabla \phi| + |\nabla \phi^{-1}| < C, \tag{163}
\]

for a constant \( C \) independent of \( d \) for \( \delta \) sufficiently small. To see that \( \phi \) is injective for \( \delta \) sufficiently small, and to estimate \( \nabla \phi^{-1} \), we estimate \( |\phi(x_1) - \phi(x_2)| \) from below for all \( x_1, x_2 \in \mathbb{R}^3 \). Clearly, if \( x_i \notin \text{supp} \eta \) for \( i = 1, 2 \), the estimate is trivial. Let us assume \( x_2 \in \text{supp} \eta \) and note that since \( h_1 = 0 \) this implies \( |x_2| \leq C + d \), where the constant \( C \) depends only on the reference filament \( \mathcal{S}_1 \). Thus, using (160) and (158), we have that

\[
|\phi(x_1) - \phi(x_2)| \\
\geq |x_1 - x_2| - |(\tilde{Q}_1 - \text{Id})x_1 + \tilde{h}_1\eta(x_1) - ((\tilde{Q}_1 - \text{Id})x_2 + \tilde{h}_1)\eta(x_2)| \\
\geq |x_1 - x_2| - |\tilde{Q}_1 - \text{Id}| |x_1 - x_2|^2\eta(x_1) - |(\tilde{Q}_1 - \text{Id})x_2 + \tilde{h}_1| |\eta(x_1) - \eta(x_2)| \\
\geq \frac{1}{2} |x_1 - x_2|,
\]

for \( \delta \) sufficiently small.

Furthermore, for all \( x \in \mathbb{R}^3 \), we set

\[
\Phi(x) := \nabla \phi(x) = \text{Id} + (\tilde{Q}_1^T - \text{Id})\eta(x) + ((\tilde{Q}_1 - \text{Id})x + \tilde{h}_1) \otimes \nabla \eta,
\]

with the convention that \( \nabla \phi = (\partial_i \phi_j)_{i,j} \). From the definition of \( \phi \) and \( \Phi \) in (160) and (164) it follows that

\[
|(|\nabla \phi^T|\nabla \phi - \text{Id})| + |\nabla \Phi| + |\nabla^2 \Phi| < C\delta \mathbf{1}_\mathcal{J}, \tag{165}
\]

where \( \mathbf{1}_\mathcal{J} \) is the indicator function of the set \( \mathcal{J} \) defined in (159).

Since \( \eta = 1 \) in \( \mathcal{T}_1 \),

\[
\Phi_{\tilde{\psi}_j} \circ \phi \text{ is divergence-free in } \mathcal{T}_1 \text{. We define}
\]

\[
\tilde{\psi}_j := \Phi_{\tilde{\psi}_j} \circ \phi - \text{Bog}(\text{div}(\Phi_{\tilde{\psi}_j} \circ \phi)) \quad \text{and} \quad \tilde{p}_j = \tilde{p}_j \circ \phi,
\]

where Bog denotes a Bogovskiĭ operator provided by Theorem 4.7 in the domain \( \mathcal{J} \), which satisfies

\[
\text{supp}(\text{div}(\Phi_{\tilde{\psi}_j} \circ \phi)) \subset \mathcal{J}. \tag{168}
\]

Recall that, according to Theorem 4.7 and the fact that \( \mathcal{J} \) is a John domain with a constant \( Z \) independent of \( \varepsilon \) for \( \varepsilon \) sufficiently small, the operator Bog mentioned above satisfies that there exists \( C > 0 \) such that for \( \varepsilon \) sufficiently small,

\[
\text{for all } f \in L^2_0(\mathcal{J}), \quad \|\text{Bog } f\|_{H^1(\mathcal{J})} < C\|f\|_{L^2(\mathcal{J})}. \tag{169}
\]
Step 2: The divergence of $\Phi \tilde{\psi}_i \circ \phi$. — In this step, we prove the following identity, which in combination with (166), is helpful below, see (178), to prove that in $\tilde{\partial}$, $\text{div}(\Phi \tilde{\psi}_i \circ \phi)$ is a $O(\delta)$:

\begin{equation}
\text{div}(\Phi \tilde{\psi}_i \circ \phi) = (\text{div} \Phi) \cdot (\psi_i \circ \phi) + ((\nabla \phi)^T \nabla \phi - \text{Id}) : (\nabla \tilde{\psi}_i \circ \phi).
\end{equation}

Let us first recall that for some regular enough fields of matrices $A$ and of vectors $v$, the following identity holds true:

\begin{equation}
\text{div}(Av) = (\text{div} A) \cdot v + A : \nabla v,
\end{equation}

where the operator $\text{div}$ has to be applied row-wise to $A$.

In particular, by applying (171) to the case where $A = \Phi$ and $v = \tilde{\psi}_i \circ \phi$, and recalling that $\Phi = \nabla \phi$, we obtain that

\begin{equation}
\text{div}(\Phi \tilde{\psi}_i \circ \phi) = (\text{div} \Phi) \cdot (\psi_i \circ \phi) + \nabla \phi : \nabla (\tilde{\psi}_i \circ \phi)
= (\text{div} \Phi) \cdot (\psi_i \circ \phi) + (\nabla \phi)^T \nabla \phi : ((\nabla \tilde{\psi}_i) \circ \phi),
\end{equation}

where we used in the last identity that $A : BC = B^T A : C$ for any $A, B, C \in \mathbb{R}^{3 \times 3}$.

Finally, by definition $\text{div} \tilde{\psi}_i = \text{Id} : \nabla \tilde{\psi} = 0$. Using this in (172) yields (170).

Step 3: The Stokes system solved by $\tilde{\psi}_i$, for $i = 1, 2$. — Observe the following fact:

\begin{equation}
\text{for} \ all \ x \in \mathcal{F}, \ \tilde{\psi}_i(x) = \tilde{Q}_1^T \tilde{\psi}_i(\tilde{Q}_1 x + \tilde{h}_1) \ \text{and} \ \tilde{p}_i(x) = \tilde{p}_i(\tilde{Q}_1 x + \tilde{h}_1).
\end{equation}

Using $\Phi = (\nabla \phi)^T$ and some tensor calculus similar as in the previous step, we find in $\mathcal{F}$

\begin{equation*}
-\Delta \tilde{\psi}_i + \nabla \tilde{p}_i = -((\Delta \phi) \tilde{\psi}_i \circ \phi + \Delta \text{Bog}(\text{div}(\Phi \tilde{\psi}_i \circ \phi)) - 2\nabla \Phi \nabla (\tilde{\psi}_i \circ \phi)
- \Phi ((\nabla \phi)^T \nabla \phi : \nabla^2 \tilde{\psi}_i \circ \phi) + \Phi \nabla \tilde{p}_i \circ \phi
\end{equation*}

\begin{equation*}
= -((\Delta \phi) \tilde{\psi}_i \circ \phi + \Delta \text{Bog}(\text{div}(\Phi \tilde{\psi}_i \circ \phi)) - 2\nabla \Phi \nabla (\tilde{\psi}_i \circ \phi)
+ \Phi (\text{Id} - (\nabla \phi)^T \nabla \phi) : \nabla^2 \tilde{\psi}_i \circ \phi,
\end{equation*}

where we used that $\nabla \tilde{p}_i = \Delta \tilde{\psi}_i$ in $\mathcal{F}$.

Concerning the last term, a further manipulation leads to

\begin{equation*}
\Phi (\text{Id} - (\nabla \phi)^T \nabla \phi) : \nabla^2 \tilde{\psi}_i \circ \phi = \Phi (\text{Id} - (\nabla \phi)^T \nabla \phi) : (\nabla \phi)^{-T} \nabla (\nabla \tilde{\psi}_i \circ \phi)
= \text{div} \left( \Phi (\text{Id} - (\nabla \phi)^T \nabla \phi) (\nabla \phi)^{-T} : \nabla \tilde{\psi}_i \circ \phi \right)
- \text{div} \left( \Phi (\text{Id} - (\nabla \phi)^T \nabla \phi) : (\nabla \phi)^{-T} \right) \nabla \tilde{\psi}_i \circ \phi.
\end{equation*}

Therefore, and relying on (155), (160), (167), (173) and (161), we obtain that $\tilde{\psi}_i$ solves the following Stokes system:

\begin{align}
(174a) & \quad -\Delta \tilde{\psi}_i + \nabla \tilde{p}_i = \text{div} g_i + f_i \quad \text{and} \quad \text{div} \tilde{\psi}_i = 0 \quad \text{in} \ \mathcal{F}_i, \\
(174b) & \quad \tilde{\psi}_i(x) = \tilde{Q}_1^T \varphi_i(\tilde{Q}_1 x + \tilde{h}_1) \quad \text{in} \ S_1, \\
(174c) & \quad \tilde{\psi}_i = \varphi_i \quad \text{in} \ S_j \quad \text{for all} \ j \neq 1.
\end{align}
where

\begin{align}
\tag{175} g_i & := -\nabla \text{Bog}(\text{div}(\Phi \tilde{\psi}_i \circ \phi)) + \Phi(\text{Id} - (\nabla \phi)^T \nabla \phi)(\nabla \phi)^{-T} \nabla \tilde{\psi}_i \circ \phi, \\
\tag{176} f_i & := -((\Delta \Phi) \tilde{\psi}_i \circ \phi - 2\nabla \Phi \nabla (\tilde{\psi}_i \circ \phi) + \text{div}(\Phi(\text{Id} - (\nabla \phi)^T \nabla \phi)(\nabla \phi)^{-T}) \nabla \tilde{\psi}_i \circ \phi).
\end{align}

We observe that \(g_i\) and \(f_i\) are compactly supported in \(\mathcal{B}\), see (165).

**Step 4: Estimate of \(g_i\) and \(f_i\), for \(i = 1, 2\).** We start with estimating the term of \(g_i\) involving the Bogovski˘ı operator. First, using that \(\phi\) is a diffeomorphism satisfying (163), we obtain that

\begin{equation}
\tag{177} \| \nabla \tilde{\psi}_i \circ \phi \|_{L^2(\mathbb{R}^3)} \leq C \| \nabla \tilde{\psi}_i \|_{L^2(\mathbb{R}^3)} \leq C \| \log \varepsilon \|_{W^{1,\infty}(\mathbb{R}^3)},
\end{equation}

by applying Theorem 4.1. Moreover, by applying (171), it follows

\begin{equation}
\tag{178} |\text{div}(\Phi \tilde{\psi}_i \circ \phi)| \leq C \delta (|\tilde{\psi}_i \circ \phi| + |\nabla \tilde{\psi}_i \circ \phi|).
\end{equation}

Therefore, by using (169)

\begin{equation*}
|\nabla (\text{Bog}(\text{div}(\Phi \tilde{\psi}_i \circ \phi))))|_{L^2} \leq C |\text{div}(\Phi \tilde{\psi}_i \circ \phi)|_{L^2} \leq C \delta \| |\log \varepsilon^2 \|_{W^{1,\infty}(\mathbb{R}^3)},
\end{equation*}

where we used (177) to get the last inequality.

Similarly, we can estimate all the other terms on the right hand sides of (176) and (175) by

\begin{equation}
\tag{179} \|g_i\|_{L^2(\mathcal{B})} + |f_i|_{L^0(\mathcal{B})} \leq C \delta \| |\log \varepsilon^2 \|_{W^{1,\infty}(\mathbb{R}^3)}.
\end{equation}

**Step 5: The interaction energy** \(2(D(\tilde{\psi}_1), D(\tilde{\psi}_2))_{L^2(\mathcal{B})}\). By (162) and (157), for \(2 \leq j \leq N\),

\begin{equation*}
\int_{\tilde{\mathcal{S}}_j} \Sigma(\tilde{\psi}_1, \tilde{\psi}_1)n \cdot \tilde{\psi}_2 = \int_{\mathcal{S}_j} \Sigma(\tilde{\psi}_1, \tilde{\psi}_1)n \cdot \tilde{\psi}_2.
\end{equation*}

On the other hand, by (173), (160) and (161), the chain rule and a change of variable (observe that the normal is also rotated),

\begin{equation*}
\int_{\tilde{\mathcal{B}}_j} \Sigma(\tilde{\psi}_1, \tilde{\psi}_1)n \cdot \tilde{\psi}_2 = \int_{\mathcal{B}_j} \Sigma(\tilde{\psi}_1, \tilde{\psi}_1)n \cdot \tilde{\psi}_2.
\end{equation*}

Therefore, by some integrations by parts, from the two previous identities, (155) and (174), we arrive at

\begin{align*}
2(D(\tilde{\psi}_1), D(\tilde{\psi}_2))_{L^2(\mathcal{B})} &= \sum_{j=1}^N \int_{\tilde{\mathcal{S}}_j} \Sigma(\tilde{\psi}_1, \tilde{\psi}_1)n \cdot \tilde{\psi}_2 \\
&= \sum_{j=1}^N \int_{\mathcal{S}_j} \Sigma(\tilde{\psi}_1, \tilde{\psi}_1)n \cdot \tilde{\psi}_2 \\
&= 2(D(\tilde{\psi}_1), D(\tilde{\psi}_2))_{L^2(\mathcal{B})} + (g_1, \nabla \tilde{\psi}_2)_{L^2(\mathcal{B})} + (f_1, \tilde{\psi}_2)_{L^2(\mathcal{B})}.
\end{align*}
Thus, we arrive at
\[ 2(D(\tilde{\psi}_1), D(\tilde{\psi}_2))_{L^2(\mathcal{F})} - 2(D(\psi_1), D(\psi_2))_{L^2(\mathcal{F})} \]
\[ = 2(D(\tilde{\psi}_1), D(\tilde{\psi}_2))_{L^2(\mathcal{F})} - 2(D(\psi_1), D(\psi_2))_{L^2(\mathcal{F})} + (g_1, \nabla \tilde{\psi}_2)_{L^2(\mathcal{F})} + (f_1, \tilde{\psi}_2)_{L^2(\mathcal{F})} \]
\[ = 2(D(\tilde{\psi}_1 - \psi_1), D(\tilde{\psi}_2))_{L^2(\mathcal{F})} - 2(D(\psi_1), D(\psi_2 - \tilde{\psi}_2))_{L^2(\mathcal{F})} \]
\[ + (g_1, \nabla \tilde{\psi}_2)_{L^2(\mathcal{F})} + (f_1, \tilde{\psi}_2)_{L^2(\mathcal{F})}. \]

Thus, by the Cauchy-Schwarz inequality, the Hölder inequality and the Sobolev embedding of $H^1(\mathbb{R}^3)$ into $L^6(\mathbb{R}^3)$, we obtain that
\begin{equation}
|2(D(\tilde{\psi}_1), D(\tilde{\psi}_2))_{L^2(\mathcal{F})} - 2(D(\psi_1), D(\psi_2))_{L^2(\mathcal{F})}| \leq \|\tilde{\psi}_1 - \psi_1\|_{H^1(\mathcal{F})}\|\tilde{\psi}_2\|_{H^1(\mathcal{F})} + \|\tilde{\psi}_1\|_{H^1(\mathcal{F})}\|\tilde{\psi}_2 - \psi_2\|_{H^1(\mathcal{F})} \end{equation}
\[ + (\|g_1\|_{L^2(\mathcal{F})} + C\|f_1\|_{L^{6/5}(\mathcal{F})})\|\tilde{\psi}_2\|_{H^1(\mathbb{R}^3)}, \]
recalling that $g_1$ and $f_1$ are compactly supported in $\mathcal{J} \subset \mathcal{F}$.

**Step 6: Estimates of $\tilde{\psi}_i$ and of $\tilde{\psi}_i - \psi_i$, for $i = 1, 2$.** — First, we decompose $\tilde{\psi}_i$, for $i = 1, 2$, into
\[ \tilde{\psi}_i = w^I_i + w^B_i, \]
where $w^I_i$ and $w^B_i$ are the solutions to the following Stokes systems respectively corresponding to the interior source term and to the boundary data in (174):
\[ -\Delta w^I_i + \nabla p^I_i = -\text{div } g_i + f_i \quad \text{and} \quad \text{div } w^I_i = 0 \quad \text{in } \mathcal{F}, \]
\[ w^I_i = 0 \quad \text{in } \bigcup_{j=1}^N S_j, \]
and
\[ -\Delta w^B_i + \nabla p^B_i = 0 \quad \text{and} \quad \text{div } w^B_i = 0 \quad \text{in } \mathcal{F}, \]
\[ w^B_i(x) = \tilde{Q}_i^T \varphi_i(\tilde{Q}_i x + \tilde{h}_j) \quad \text{in } S_1, \]
\[ w^B_i(x) = \varphi_i(x) \quad \text{in } \bigcup_{2 \leq j \leq N} S_j. \]

On the one hand, by a straightforward energy estimate, we have that
\[ \|w^I_i\|_{H^1(\mathbb{R}^3)} \leq \|g_1\|_{L^2(\mathcal{F})} + C\|f_1\|_{L^{6/5}(\mathcal{F})}. \]
On the other hand, by Theorem 4.1 we have that
\[ \|w^B_i\|_{H^1(\mathbb{R}^3)} \leq C |\log \varepsilon|^{-1/2} \|\varphi_i\|_{W^{1,\infty}(\mathbb{R}^3)}. \]
Thus, we arrive at
\begin{equation}
|\tilde{\psi}_i|_{H^1(\mathbb{R}^3)} \leq C |\log \varepsilon|^{-1/2} \|\varphi_i\|_{W^{1,\infty}(\mathbb{R}^3)} + \|g_1\|_{L^2(\mathcal{F})} + C\|f_1\|_{L^{6/5}(\mathcal{F})}. \end{equation}

Similarly, for $i = 1, 2$, using (153) and (174), we decompose $\tilde{\psi}_i - \psi_i$ into
\[ \tilde{\psi}_i - \psi_i = w^I_i + w^B_i, \]
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with, this time, the boundary term \( w_i^{B,\text{diff}} \) satisfying the following Stokes system:

\[
-\Delta w_i^{B,\text{diff}} + \nabla p_i^{B,\text{diff}} = 0 \quad \text{and} \quad \text{div} w_i^{B,\text{diff}} = 0 \quad \text{in} \ \mathcal{F},
\]

\[
w_i^{B,\text{diff}}(x) = \tilde{Q}_1^T \varphi_i(\tilde{Q}_1 x + \tilde{h}_1) - \varphi_i(x) \quad \text{in} \ \mathcal{S}_1,
\]

\[
w_i^{B,\text{diff}}(x) = 0 \quad \text{in} \ \bigcup_{2 \leq j \leq N} S_j.
\]

By Theorem 4.1 and (158), we have that

\[
|w_i^{B,\text{diff}}|_{\mathcal{H}^1(\mathbb{R}^3)} \leq C \delta |\log \varepsilon|^{-1/2} \|\varphi_i\|_{W^{2,\infty}(\mathbb{R}^3)}.
\]

Thus we obtain that

\[
|\tilde{\psi}_i - \psi_i|_{\mathcal{H}^1(\mathbb{R}^3)} \leq C \delta |\log \varepsilon|^{-1/2} \|\varphi_i\|_{W^{2,\infty}(\mathbb{R}^3)} + C\|g_i\|_{L^2(\mathcal{F})} + C\|f_i\|_{L^{6,\infty}(\mathcal{F})}.
\]

6. Asymptotic behaviour of the filament centerlines

This section is devoted to the proof of the part of Theorem 3.4 devoted to the asymptotic behaviour of the filament centerlines, that is to the proof of (53), (55) and of Theorem 6.5, which, as mentioned in the comments after Theorem 3.4, provides a more precise approximation of the asymptotic behaviour of the filament velocities than the one in Theorem 3.4, at the expense of \( \varepsilon \)-dependent positions. This section is divided into three subsections.

First Section 6.1 is devoted to reformulation of the Newton equations (19) into a system of second-order quasilinear ODEs on the \( 6N \) degrees of freedom of the rigid bodies, which does not involve the fluid pressure anymore and reveals the role played by the Stokes resistance matrices.

In Section 6.2 we consider the time evolution of a modulated energy which measures, for each positive \( \varepsilon \), the difference between the filaments velocities for positive \( \varepsilon \) and the so-called “Faxén” velocities, which are given by the quasi-static balance of the Stokes resistance force and torque with the force and torque due to the background flow. The latter are a family of velocities which depend on the positions of the filaments velocities of \( \varepsilon \)-thickness. Unlike the total energy of the system considered in (25), this modulated energy has the advantage to circumvent the part of the energy corresponding to the motion of the filaments, under the influence of the fluid.

Finally in Section 6.3 we take advantage of the previous subsections to prove the part of Theorem 3.4 which concerns the filaments.

6.1. Reformulation of the Newton equations. — This subsection is devoted to reformulation of the Newton equations into a compressed form which does not involve the fluid pressure anymore, and reveals the role played by the Stokes resistance matrices.

We introduce first a few notations. Let us emphasize that all quantities here are defined with respect to the filaments of \( \varepsilon \)-thickness at time \( t \). Indeed the result below
concerns the solutions \((h_{i,\varepsilon}, Q_{i,\varepsilon})_{1 \leq i \leq N}\) to the Newton-Stokes system (22) up to the time \(T_{\varepsilon}^{\text{max}}\) as given by Proposition 2.2.

- Let us first gather all the translation and rotation velocities corresponding to the motions of the \(N\) filaments into the following vector of \(\mathbb{R}^{6N}\):

\[
Y := \begin{pmatrix} v_i \\ \omega_i \end{pmatrix}_{1 \leq i \leq N} = (Y_{j,\beta})_{1 \leq j \leq N, 1 \leq \beta \leq 6},
\]

(183)

- Similarly let

\[
Y^\beta := \begin{pmatrix} \dot{v}_{i}^\beta \\ \dot{\omega}_{i}^\beta \end{pmatrix}_{1 \leq i \leq N}
\]

such that \(Y^\beta = \mathcal{K}^{-1} \dot{\rho}^\beta\),

recalling that \(\mathcal{K}\) is the \(6N \times 6N\) matrix defined in (73) and that \(\dot{\rho}^\beta\) is defined by (76). These are the so-called “Faxén” velocities. Let us observe that it follows from (75) and (80) that

\[
|Y^\beta| \leq C
\]

with a constant depending only on \(d_{\min}\) (see (65)) for all \(\varepsilon\) sufficiently small. We will also use the following notations, where on the one hand translation velocities are gathered, and on the other hand rotation velocities are gathered:

\[
v^\beta := (v^\beta_i)_{1 \leq i \leq N} \quad \text{and} \quad \omega^\beta := (\omega^\beta_i)_{1 \leq i \leq N}.
\]

(186)

- Let

\[
f^a := \begin{pmatrix} F^a \\ T^a \end{pmatrix},
\]

where

\[
F^a := (F^a_i)_{1 \leq i \leq N} \quad \text{and} \quad T^a := (T^a_i)_{1 \leq i \leq N},
\]

(187)

with for \(1 \leq i \leq N\),

\[
F^a_i := \int_{S_i} \Sigma(u^x, p^\beta)n \, d\mathcal{H}^2 \quad \text{and} \quad T^a_i := \int_{S_i} (x - h_{i,\varepsilon}) \wedge \Sigma(u^x, p^\beta)n \, d\mathcal{H}^2.
\]

The choice of the index “\(a\)” is for Archimedes, because, as one proceeds in the usual computation of gravity buoyancy, see [11, (4.18)] or [39, p. 105], one may use integration by parts inside the filaments to arrive at

\[
F^a_i = \int_{S_i} (\Delta u^\beta + \nabla p^\beta) \, dx \quad \text{and} \quad T^a_i = \int_{S_i} (x - h_{i,\varepsilon}) \wedge (\Delta u^\beta + \nabla p^\beta) \, dx.
\]

(188)

- Finally let us gather the inertia of the \(N\) filaments into the \(6N \times 6N\) block diagonal matrix \(M\) whose 6 \(\times\) 6 blocks are

\[
M := (m_i \text{Id}_3, \delta_i)_{1 \leq i \leq N}.
\]

(189)

We can now state the main result of this subsection.
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Proposition 6.1. — As long as the filaments are separated, the Newton equations (22c)–(22d) are equivalent to the following compressed form:

\begin{equation}
\varepsilon^2 \frac{d}{dt}(MY) = -\mathcal{K}(Y - Y^\circ) + \mathcal{P}^\circ,
\end{equation}

Let us highlight that \(M, \mathcal{K}, Y^\circ\) and \(\mathcal{P}^\circ\) depend on the positions of the filaments, that is to the solution \(Y\) through its time antiderivative, so that the ODE (190) is quasilinear.

Proof. — Since the left hand sides of (22c)–(22d) clearly correspond to the left hand side of (190) according to the definitions (183) and (189), it is sufficient to consider the right hand sides of (22c)–(22d), which we decompose into

\begin{align}
(191a) & \quad \int_{\tilde{\mathcal{S}}_i} \Sigma(u, p)n d\mathcal{H}^2 = F_i^\circ + \int_{\tilde{\mathcal{S}}_i} \Sigma(u^p, p^p)n d\mathcal{H}^2, \\
(191b) & \quad \int_{\tilde{\mathcal{S}}_i} (x - h_{i,\varepsilon}) \wedge \Sigma(u, p)n d\mathcal{H}^2 = T_i^\circ + \int_{\tilde{\mathcal{S}}_i} (x - h_{i,\varepsilon}) \wedge \Sigma(u^p, p^p)n d\mathcal{H}^2.
\end{align}

The second terms in the right hand sides of (191) can be computed as follows. For \(1 \leq i \leq N\), by (71b),

\begin{equation}
\left( \int_{\tilde{\mathcal{S}}_i} (x - h_{i,\varepsilon}) \wedge \Sigma(u^p, p^p)n d\mathcal{H}^2 \right) = \left( \int_{\bigcup_{j=1}^N \tilde{\mathcal{S}}_j} \Sigma(u^p, p^p)n \cdot V_{i,\alpha} d\mathcal{H}^2 \right)_{1 \leq \alpha \leq 6}
\end{equation}

by Lorentz’s reciprocity theorem, using that \(u^p\) and \(V_{i,\alpha}\) are both solutions of the steady Stokes system in \(\mathcal{F}\), see (22f) and (71). Then, using the boundary condition (22g)–(22h) and the definition (26) of \(v_{j,\beta}\), we have that in \(\mathcal{S}_j\),

\begin{equation}
u^p = \left( \sum_{1 \leq \beta \leq 6} Y_{j,\beta} v_{j,\beta} \right) - u^b.
\end{equation}

We deduce that, for \(1 \leq \alpha \leq 6\),

\begin{equation}
\int_{\bigcup_{j=1}^N \tilde{\mathcal{S}}_j} \Sigma(u^p, P_{i,\alpha})n d\mathcal{H}^2 = \sum_{1 \leq j \leq N} \sum_{1 \leq \beta \leq 6} Y_{j,\beta} \int_{\tilde{\mathcal{S}}_j} \Sigma(V_{i,\alpha, P_{i,\alpha}})n \cdot v_{j,\beta} d\mathcal{H}^2 \\
- \int_{\bigcup_{j=1}^N \tilde{\mathcal{S}}_j} \Sigma(V_{i,\alpha, P_{i,\alpha}})n \cdot u^b d\mathcal{H}^2.
\end{equation}

Thus,

\begin{equation}
\left( \int_{\tilde{\mathcal{S}}_i} \Sigma(u^p, p^p)n d\mathcal{H}^2 \right)_{1 \leq \alpha \leq 6} = -\mathcal{K}Y + \mathcal{P}^\circ.
\end{equation}

Thus combining (193), (184) and (191) we find (190). \(\square\)

One difficulty associated with the equation (190) is the factor \(\varepsilon^2\) in front of the left hand side which makes the asymptotic analysis of this ordinary differential system belong to the class of singular perturbations, i.e., degeneracy at the main order.
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However the matrix $K$ is positive definite symmetric which guarantees that the effect of the associated term is to damp the velocities when time proceeds, or more exactly that they relax to the Faxén velocities. Indeed to tackle the asymptotic behaviour of the solutions to (190) one key point is the behaviour of Stokes’ resistance matrix $K$ with respect to $\varepsilon$, that is to quantify the damping effect in the limit of zero thickness.

6.2. Modulated energy and lifetime. — To estimate the relaxation of the exact solution $Y$ of (190) to the time-dependent vector $Y^\varepsilon$ for small $\varepsilon$, we consider the modulated energy:

$$E := \frac{1}{2} (Y - Y^\varepsilon) \cdot M(Y - Y^\varepsilon).$$

Thanks to the assumptions on the inertia of the filaments in Section 2, the matrix $M$ defined in (189) is symmetric positive definite uniformly in $\varepsilon$, and it is also uniformly bounded. Thus the modulated energy $E$ is $\varepsilon$-uniformly equivalent to $|Y - Y^\varepsilon|^2$.

As mentioned in Proposition 2.2, for each $\varepsilon$ there is a positive time interval during which the filaments remain separated. Below we will perform some computations which are valid as long as the filaments remain well separated uniformly with respect to $\varepsilon$. By a bootstrap argument in Section 6.3 we then derive uniform estimates of this time with respect to $\varepsilon$ and show that it extends until $\hat{T}$ in the sense of Theorem 3.4.

More precisely, for $d > 0$, we define

$$T_{\varepsilon,d} := \inf \left\{ t \geq 0 : d_{\min}(t) > d, Z \leq \frac{\varepsilon_d}{C_d \varepsilon^2 |\log \varepsilon|} \right\},$$

where $Z := \sqrt{E}$ and $d_{\min}$ is the minimal distance between the centerlines as defined in (65). Since $\min_{i=1}^N \text{dist}(S_i, S_j) \geq d_{\min} = C\varepsilon$, Proposition 2.2 implies that for $\varepsilon \leq \varepsilon_0(d)$ we have $T_{\varepsilon,d} < T_{\varepsilon,\text{max}}$ and thus that the dynamics is well-posed on $(0, T_{\varepsilon,d})$. Note that $Z = \sqrt{E} \leq C |Y - Y^\varepsilon|$. Thus, since $Z$ is continuous, decreasing the value of $\varepsilon_0(d)$ if necessary, we have for all $\varepsilon \in (0, \varepsilon_0)$ that $T_{\varepsilon,d} > 0$. In the following we consider only $t < T_{\varepsilon,d}$.

**Proposition 6.2.** For all $d > 0$, there exists $C(d) > 0$ and $\varepsilon_0(d) > 0$ independent of $\varepsilon$ such that for all $\varepsilon \in (0, \varepsilon_0)$, for all $t \in (0, T_{\varepsilon,d})$,

$$|Y(t) - Y^\varepsilon(t)| \leq |Y(0) - Y^\varepsilon(0)| e^{-c_d t/\varepsilon^2 |\log \varepsilon|} + C_d \varepsilon^2 |\log \varepsilon|.$$

To prove Proposition 6.2 we will use the following lemma.

**Lemma 6.3.** For all $d > 0$, there exists $C(d) > 0$ and $\varepsilon_0(d) > 0$ independent of $\varepsilon$ such that if the minimal distance $d_{\min}$ between the centerlines satisfies $d_{\min} \geq d$ and $\varepsilon \in (0, \varepsilon_0)$, we have the following estimate:

$$|(Y^\varepsilon)'| \leq C(1 + |Y|).$$

**Proof of Lemma 6.3.** First, by (184),

$$(Y^\varepsilon)' = -\kappa^{-1} \sigma^2 \kappa^{-1} \phi' + \kappa^{-1} (\phi')'.$$
Let $\pi^\cdot$ the solution to
\[-\Delta \pi^\cdot + \nabla p^\cdot = 0 \quad \text{and} \quad \text{div } \pi^\cdot = 0 \quad \text{in } \mathcal{F},
\]
\[\pi^\cdot = u^\cdot \quad \text{in } \bigcup_{i \in N} S_i,
\]
and let
\[v := (V_{i,\alpha})_{1 \leq i \leq N, 1 \leq \alpha \leq 6},
\]
where we recall that the $V_{i,\alpha}$ are the unique solutions to the steady Stokes equations associated with the rigid velocities in the filaments, see (71). Recalling the definition of $p^\cdot$ in (76)–(77)–(78)–(79) we obtain by an integration by parts that
\[p^\cdot = \left((D(V_{i,\alpha}), D(\pi))_{L^2(\mathcal{F})}\right)_{1 \leq i \leq N, 1 \leq \alpha \leq 6},
\]
where we recall that the notation $(\cdot, \cdot)_{L^2(\mathcal{F})}$ stands for the inner product in $L^2(\mathcal{F})$.

By (75) and (76), we deduce that
\[(199) \quad |(Y^\cdot)'| \leq C |\log \varepsilon|^2 |\mathcal{K}'[||\pi^\cdot||_{H^1(\mathcal{F})}, ||v||_{H^1(\mathcal{F})}] + C |\log \varepsilon| |(D(v), D(\pi^\cdot))'_{L^2(\mathcal{F})}|.
\]
Moreover, by (73) and an integration by parts, we have that
\[\mathcal{K} = \left((D(V_{i,\alpha}), D(V_{j,\beta}))_{L^2(\mathcal{F})}\right)_{1 \leq i, j \leq N, 1 \leq \alpha, \beta \leq 6}.
\]
Thus, with the convention that the terms containing $v$ are the sum for $1 \leq i \leq N$ and $1 \leq \alpha \leq 6$, of corresponding terms for $V_{i,\alpha}$, and by Theorem 4.1, we have
\[|v||_{H^1(\mathcal{F})} + ||\pi^\cdot||_{H^1(\mathcal{F})} \leq C |\log \varepsilon|^{-1/2},
\]
so that we arrive at
\[(200) \quad |(Y^\cdot)'| \leq C |\log \varepsilon| \left(|(D(v), D(v))'_{L^2(\mathcal{F})}| + |(D(v), D(\pi^\cdot))'_{L^2(\mathcal{F})}| \right).
\]
We decompose the time derivative in the terms on the right hand side of (200) into several contributions. To this end, we introduce the operator
\[G: W^{2,\infty}_s(\mathbb{R}^3) \times W^{2,\infty}_s(\mathbb{R}^3) \rightarrow \mathbb{R},
\]
defined by
\[G(\varphi_1, \varphi_2) := (D(\psi_1), D(\psi_2))_{L^2(\mathcal{F})},
\]
where $\psi_k$, for $k = 1, 2$, is the solution in $H^1(\mathcal{F})$ to the problem
\[-\Delta \psi_k + \nabla p_k = 0, \quad \text{div } \psi_k = 0 \quad \text{in } \mathcal{F},
\]
\[\psi_k = \varphi_i \quad \text{in } \bigcup_{i} S_i.
\]
Then, for any $1 \leq i \leq N$, for any $1 \leq \alpha \leq 6$,\n\[\left(D(V_{i,\alpha}), D(\pi^\cdot)\right)_{L^2(\mathcal{F})} = G(v_{i,\alpha}, u^\cdot),
\]
Note that the operator $G$ as well as $v_{i,\alpha}$ implicitly depends on the positions and orientations of the particles. Consequently,\n\[\left(D(V_{i,\alpha}), D(\pi^\cdot)\right)'_{L^2(\mathcal{F})} = Y \cdot \nabla h, Q G(v_{i,\alpha}, u^\cdot) + G(Y \cdot \nabla h, Q v_{i,\alpha}, u^\cdot) + G(v_{i,\alpha}, \partial_t u^\cdot).\]
Theorem 4.1 implies
\[ |G(\varphi_1, \varphi_2)| \leq C |\log \varepsilon|^{-1} |\varphi_1|_{W^{1, \infty}} |\varphi_2|_{W^{1, \infty}}. \]
Thus, taking into account the regularity assumptions on the background flow \( u^b \), see (17), we arrive at
\[ |(D(V_{i, \alpha}), D(\overline{u}^b))'_{L^2(\Omega)}| \leq |Y| |\nabla_{\lambda, Q} G(v_{i, \alpha}, u^b)| + C |\log \varepsilon|^{-1} (1 + |Y|). \]

Analogous considerations hold for the term \(|(D(v), D(u))'_{L^2(\Omega)}|\). Proposition 5.1 applied to both \((V_{i, \alpha}, \overline{u}^b)\) and \((V_{i, \alpha}, V_{j, \beta})\) leads to the result. \( \square \)

With the result of Lemma 6.3 in hands we can now start the proof of Proposition 6.2.

Proof of Proposition 6.2. — We first recast (190) as
\[ \varepsilon^2 (M(Y - Y^b))' = -\mathcal{K}(Y - Y^b) + \mathcal{F} - \varepsilon^2 (M Y^b)', \]
and then take the inner product with \( Y - Y^b \), with the observation that
\[ (Y - Y^b) \cdot (M(Y - Y^b))' = E' + \frac{1}{2} (Y - Y^b) \cdot \mathcal{M}'(Y - Y^b), \]
so that
\[ E' = -\varepsilon^{-2} (Y - Y^b) \cdot \mathcal{K}(Y - Y^b) + \varepsilon^{-2} (Y - Y^b) \cdot \mathcal{F} \]
\[ - (M Y^b)' \cdot (Y - Y^b) - \frac{1}{2} (Y - Y^b) \cdot \mathcal{M}'(Y - Y^b). \]
Recalling the definition of \( \mathcal{M} \) in (189), we arrive at the following formula for the time derivative \( E' \) of the modulated energy:
\[ E' = -\varepsilon^{-2} (Y - Y^b) \cdot \mathcal{K}(Y - Y^b) + \varepsilon^{-2} (Y - Y^b) \cdot \mathcal{F} \]
\[ - (Y - Y^b) \cdot \mathcal{M}(Y^b)' - (\omega - \omega^b) \cdot \mathcal{J}'(\omega - \omega^b) - \frac{1}{2} (\omega - \omega^b) \cdot \mathcal{J}'(\omega - \omega^b), \]
where \( \mathcal{J} \) is the \( 3N \times 3N \) block diagonal matrix whose \( 3 \times 3 \) blocks are \( \mathcal{J}_i \) for \( 1 \leq i \leq N \).

By Corollary 4.2, the first term of the right hand side of (201) can be bounded by \( -c|\log \varepsilon|^{-1} E \) for some constant \( c \) which is positive and uniform with respect to \( \varepsilon \), and will possibly change from line to line, while still satisfying these properties.

By (188), since the background flow is assumed to be smooth, the term \( \mathcal{F} \) can be bounded by \( \varepsilon^2 \). Therefore the second term of the right hand side of (201) can be bounded by \( C \sqrt{E} \), where the constant \( C \) is also positive and uniform with respect to \( \varepsilon \), and will also possibly change from line to line, while still satisfying these properties.

Similarly the last three terms of the right hand side of (201) can be respectively bounded by \( C \sqrt{E} |(Y^b)'|, C \sqrt{E} |\mathcal{J}'| \) and \( CE|\mathcal{J}'| \).

Thus
\[ E' + c\varepsilon^{-2} |\log \varepsilon|^{-1} E \leq C \sqrt{E} (1 + |(Y^b)'| + |\mathcal{J}'|) + C E|\mathcal{J}'|. \]

Regarding \( \mathcal{J}' \), we use (22c) and \( |\mathcal{J}_{0, i}| \leq C \) to deduce
\[ |\mathcal{J}'| \leq C|Q'| \leq C|\omega| \leq C|Y|. \]
Combining this with the estimate for \((Y^p)'\) from Lemma 6.3 in the energy estimate (202) yields
\[
E' \leq -\frac{c}{\varepsilon^2 \log \varepsilon} E + C\sqrt{E} (1 + |Y|) + CE|Y|.
\]
Since \(|Y| \leq C(\sqrt{E} + 1)\), and using the uniform bound on \(Y^p\) from (185), we arrive at
\[
E' \leq -\frac{c}{\varepsilon^2 \log \varepsilon} E + C\sqrt{E} (1 + E)
\]
and for \(Z = \sqrt{E}\)
\[
Z' \leq -\frac{c}{\varepsilon^2 \log \varepsilon} Z + C(1 + Z^2).
\]
Recall that the constants depend on the minimal distance between the particles \(d_{\text{min}}(t)\) (see (65)). More precisely, if \(d_{\text{min}}(t) \geq d\), then
\[
Z' \leq -\frac{cd}{\varepsilon^2 \log \varepsilon} Z + C_d(1 + Z^2),
\]
for all \(\varepsilon \leq \varepsilon_0(d)\).

By definition of \(T_{\varepsilon,d}\) in (195), we find that on \((0, T_{\varepsilon,d})\)
\[
Z' \leq -\frac{cd}{2\varepsilon^2 \log \varepsilon} Z + C_d.
\]
By Gronwall’s inequality, and recalling that the modulated energy \(E\) is \(\varepsilon\)-uniformly equivalent to \(|Y - Y^p|^2\), we obtain that (196) holds for all \(t \in (0, T_{\varepsilon,d})\), up to an adaptation of the constants \(c_d\) and \(C_d\).

Below, in Section 6.3, we will prove the following result on the asymptotic behaviour of \(T_{\varepsilon,d}\) as \(\varepsilon\) converges to 0.

To this end, let us recall the definition \(\hat{a}_{\text{min}} := \inf_{i \neq j} \text{dist}((\hat{C}_i, \hat{C}_j))\) from (41) and that \(\hat{T}\) from (42) is the maximal time for which \(\hat{a}_{\text{min}}\) stays positive.

**Proposition 6.4.** — There is \(\varepsilon_0 > 0\) small enough which depends only on the reference filaments, \(\hat{w}^p\) and \(\min_{t \leq \hat{T}} \hat{a}_{\text{min}}(t)\), such that for all \(T\) in \((0, \hat{T})\), for \(d = \frac{1}{4} \min_{t \leq \hat{T}} \hat{a}_{\text{min}}(t)\) and for all \(\varepsilon < \varepsilon_0\)
\[
T_{\varepsilon,d} > T.
\]

Let us already observe that combining Proposition 6.4 and Proposition 6.2 we obtain the following result.

**Theorem 6.5.** — Under the same assumptions as in Theorem 3.4 we have on the one hand the estimate (52) on the lifetime and on the other hand, for all \(T < \hat{T}\) there exists \(C\) depending only on \(w^p\), on the reference filaments \(\hat{S}_i\), on \(\inf_{t \in [0,T]} \hat{a}_{\text{min}}(t)\) and on the initial velocities, and there exists \(\varepsilon_0 > 0\) depending in addition on \(T\) such that for all \(\varepsilon \in (0, \varepsilon_0)\) and all \(t \in [0, T]\) the difference between the solution \((h', \omega)\) to (22) and the “Faxén’s” velocities \((\hat{v}^p, \hat{\omega}^p)\) defined in (184) satisfies
\[
|(h', \omega)(t) - (\hat{v}^p, \hat{\omega}^p)(t)| \leq |(h', \omega)(0) - (\hat{v}^p, \hat{\omega}^p)(0)| e^{-Ct/\varepsilon^2 \log \varepsilon} + C\varepsilon^2 \log \varepsilon.
\]
Indeed, as we emphasized in Section 3.4, this theorem provides a more precise approximation than Theorem 3.4, at the expense of $\varepsilon$-dependent positions and implicit forces.

6.3. Proof of the part of Theorem 3.4 which concerns the filaments. — We now turn to the proofs of (53) and of (55). In particular we are going to prove the convergence of the filament positions given by the time dependent vector $Y$ defined in (183) to the limit dynamics for which we use the notation

$$
\hat{Y}(t) := \hat{\mathcal{K}}^{-1}(\hat{\mathcal{h}}(t), \hat{\mathcal{Q}}(t))\hat{\mathcal{P}}(t, \hat{\mathcal{h}}(t), \hat{\mathcal{Q}}(t)),
$$

where $\hat{\mathcal{K}}$ is the $6N \times 6N$ matrix whose $6 \times 6$ diagonal blocks are the $\hat{\mathcal{K}}_{1, i}$, for $1 \leq i \leq N$, are defined in (34), and proved to be invertible in Lemma 3.1, and $\hat{\mathcal{P}}$ is the vector in $\mathbb{R}^{6N}$ which gathers the vectors $\hat{\mathcal{P}}_i$, for $1 \leq i \leq N$, defined in (35). It follows from (39) that

$$
\hat{Y}(t) := (\hat{\mathcal{v}}_i(t), \hat{\mathcal{w}}_i(t))_{1 \leq i \leq N}.
$$

From the estimates in the previous subsection we already know that the velocities $Y$ and $Y^\varepsilon$ are close as long as the filaments are well separated. We now introduce

$$
\hat{Y}(t) := \hat{\mathcal{K}}^{-1}(h_\varepsilon(t), Q_\varepsilon(t))\hat{\mathcal{P}}(t, h_\varepsilon(t), Q_\varepsilon(t)).
$$

The velocities $\hat{Y}$ correspond to the limit dynamics but with the positions of the filaments given by the $\varepsilon$-dynamics rather than the limit dynamics. In this sense, $\hat{Y}$ can be seen as intermediate between $Y^\varepsilon$ and $\hat{Y}$. Next lemma takes benefit from the previous estimates of $Y - Y^\varepsilon$ to establish some estimates of $\hat{Y} - Y^\varepsilon$ as long as the filaments are well separated.

**Lemma 6.6.** — For all $d > 0$ there exists a constant $C(d) > 0$ and $\varepsilon_0(d) > 0$ such that for all $\varepsilon \in (0, \varepsilon_0)$ and $d_{\min} \geq d$,

$$
|\hat{Y} - Y^\varepsilon| \leq C||\log \varepsilon||^{-1/2} |u^\varepsilon|_{W^{1, \infty}(\mathbb{R}^3)}.
$$

**Proof.** — Recalling the definition of $Y^\varepsilon$ in (184) and the one of $\hat{Y}$ above, we observe that

$$
Y^\varepsilon - \hat{Y} = \mathcal{K}^{-1}(\mathcal{P} - |\log \varepsilon|^{-1} \hat{f}) - \mathcal{K}^{-1}(\mathcal{K} - |\log \varepsilon|^{-1} \hat{\mathcal{K}})\mathcal{K}^{-1}f,
$$

where $\hat{\mathcal{K}}$ and $\hat{f}$ should be understood as being evaluated at $(h_\varepsilon, Q_\varepsilon)$. Combining (74), (75), (80) and observing that $|\mathcal{K}^{-1}| + |\hat{f}| \leq C$, we conclude the proof of Lemma 6.6. \qed

We now turn to the proof that (53) and (55) holds on $[0, T_{\varepsilon,d}]$, where $T_{\varepsilon,d}$ is defined by (195), that is in particular to to the estimate of $Y - \hat{Y}$.

**Proposition 6.7.** — For all $d > 0$, there exists $C(d) > 0$ and $\varepsilon_0(d) > 0$ independent of $\varepsilon$ such that for all $\varepsilon \in (0, \varepsilon_0)$, the estimates (53) and (55) hold on $[0, T_{\varepsilon,d}]$.

**Proof.** — First we recall that the coefficients of (40) are smooth and globally Lipschitz, so that recalling (211) and (212), we infer that

$$
|\hat{Y} - \hat{Y}| \leq C|(h_\varepsilon, Q_\varepsilon) - (\hat{\mathcal{h}}, \hat{\mathcal{Q}})|.
$$
Recalling (10) and (8), we also have that the initial data \((h(0), Q(0))\) and \((\hat{h}(0), \hat{Q}(0))\) satisfy
\[
|h(0), Q(0)) - (\hat{h}(0), \hat{Q}(0))| \leq C \epsilon,
\]
Thus, using (22a), (22b) and (39), by a combination of (196), (215) and Lemma 6.6 we obtain that for all \(t \leq T_{\epsilon,d},\)
\[
|h_c(t), Q_c(t)) - (\hat{h}(t), \hat{Q}(t))| 
\leq C \epsilon + \int_0^t |Y - \hat{Y}| + |Y^b - \hat{Y}| + |\hat{Y} - \hat{\bar{Y}}| \, ds 
\leq C \epsilon + \int_0^t (|Y(0) - Y^b(0)|e^{-c_d t/\epsilon^2} |\log \epsilon| + C_d \epsilon^2 |\log \epsilon| + C_d |\log \epsilon|^{-1/2}) \, ds 
+ C \int_0^t |(h_c(s), Q_c(s)) - (h(s), \hat{Q}(s))| \, ds 
\leq C \epsilon + C_d |\log \epsilon|^{-1/2} t + C \int_0^t |(h_c(s), Q_c(s)) - (\hat{h}(s), \hat{Q}(s))| \, ds.
\]
Here, we used the bound (185) on \(Y^b\) and the constant in the last line depends on the initial velocities \(Y(0)\). By Gronwall’s estimate, we deduce that (53) holds for all \(t \leq T_{\epsilon,d}\). We also note that, bookkeeping the computations above, this allows to prove the following bound on the velocities:
\[
|Y - \hat{Y}| \leq C_d e^{-c_d t/\epsilon^2} |\log \epsilon| |Y(0) - Y^b(0)| + C_d |\log \epsilon|^{-1/2} + C_d |\log \epsilon|^{-1/2} te^{C t}.
\]
Thus, estimating
\[
|Y(0) - Y^b(0)| \leq |Y(0) - \hat{Y}(0)| + |\hat{Y}(0) - \hat{Y}(0)| + |\hat{Y}(0) - Y^b(0)|,
\]
and applying again (215) and Lemma 6.6 yields (55) on \([0, T_{\epsilon,d}].\)

We now turn to the proof of Proposition 6.4.

**Proof of Proposition 6.4.** — Let \(T < \hat{T}\) and \(d = \frac{1}{4} \min_{t \leq T} d_{\min}(t)\). We first observe that (196) implies \(T_{\epsilon,d} = \infty\) or \(d_{\min}(T_{\epsilon,d}) = d\). Moreover, by (53), we have on \((0, T_{\epsilon,d}),\)
\[
d_{\min}(t) \geq d_{\min}(t) - C \epsilon - C_d (\epsilon + |\log \epsilon|^{-1/2} t)e^{C t},
\]
where the term \(C \epsilon\) accounts for the filaments’ thickness. Thus, the choice \(d = \frac{1}{4} \min_{t \leq T} d_{\min}(t)\) implies for \(\epsilon\) sufficiently small (depending on \(d, T, u^b\) and the reference filaments), \(d_{\min}(t) \geq 2d\) for all \(t \leq \min\{T_{\epsilon,d}, T\}\). Since \(T_{\epsilon,d} = \infty\) or \(d_{\min}(T_{\epsilon,d}) = d\) this implies \(T_{\epsilon,d} > T\). This concludes the proof of (53) and (55) on \([0, T]\). This completes the proof of Proposition 6.4.

7. **Asymptotic behaviour of the fluid**

This section is devoted to the proof of the part of Theorem 3.4 devoted to the asymptotic behaviour of the fluid, that is to the proof of (54), together with the proof
of (56). To this aim we first decompose $u^p$ into
\begin{equation}
(220) \quad u^p = \sum_{1 \leq i \leq N} u_i^p \quad \text{and} \quad p^p = \sum_{1 \leq i \leq N} p_i^p,
\end{equation}
where
\begin{align}
(221a) \quad -\Delta u_i^p + \nabla p_i^p &= 0 \quad \text{and} \quad \text{div } u_i^p = 0 \quad \text{in } \mathcal{F}(t),
(221b) \quad u_i^p = v_i^{S_i} - u^p \quad \text{for } x \in S_i(t),
(221c) \quad u_i^p = 0 \quad \text{for } x \in S_j(t), \quad \text{for } j \neq i.
\end{align}

Then, we apply Theorem 4.1 to $u_i^p$, for each $i$, recalling that in $S_i$,
\begin{equation}
(222) \quad v_i^{S_i} = \sum_{1 \leq \beta \leq 6} Y_{i,\beta} v_{i,\beta},
\end{equation}
to obtain the following proposition.

**Proposition 7.1.** Let $d > 0$. Then there exists $\varepsilon_0(d) > 0$ and $C(d) < \infty$ such that for all $\varepsilon \in (0, \varepsilon_0)$ and all $t \in [0, T_{\max}^\varepsilon]$ with $d_{\min}(t) \geq d$
\begin{equation}
(222) \quad |u^p(t, \cdot) - |\log \varepsilon|^{-1} \sum_{1 \leq i \leq N} U_{\varepsilon, i}(t)[v_i^{S_i}(t) - u^p(t, \cdot)]\|_{H^1(\mathbb{R}^3 \setminus \bigcup_j S_j(t))}
\leq C|\log \varepsilon|^{-1} (|Y(t)| + |u^p(t, \cdot)|_{W^{1,\infty}}).
\end{equation}
Moreover, for $1 \leq q < 3/2$,
\begin{equation}
(223) \quad |u^p(t, \cdot) - |\log \varepsilon|^{-1} \sum_{1 \leq i \leq N} U_{\varepsilon, i}(t)[v_i^{S_i}(t) - u^p(t, \cdot)]\|_{W^{1,q}_{\text{loc}}}
\leq C|\log \varepsilon|^{-3/2} (|Y(t)| + |u^p(t, \cdot)|_{W^{1,\infty}}).
\end{equation}
Furthermore, for $1 \leq p < 3$,
\begin{equation}
(224) \quad \|u^p - |\log \varepsilon|^{-1} \sum_{1 \leq i \leq N} U_{\varepsilon, i}[v_i^{S_i} - u^p]\|_{L^p_{\text{loc}}}
\leq C|\log \varepsilon|^{-3/2} (|Y| + \|u^p\|_{W^{1,\infty}}),
\end{equation}
and, for $3 \leq p < 6$
\begin{equation}
(225) \quad \|u^p - |\log \varepsilon|^{-1} \sum_{1 \leq i \leq N} U_{\varepsilon, i}[v_i^{S_i} - u^p]\|_{L^p_{\text{loc}}}
\leq C|\log \varepsilon|^{-1+3/p-1/2-\delta} (|Y| + \|u^p\|_{W^{1,\infty}}).
\end{equation}

**Proof.** Estimates (222) and (223) follow immediately from Theorem 4.1. Moreover, (224) follows from (223) and Sobolev embedding.

Concerning (225) for $3 \leq p < 6$, we combine (69) and (70) instead of just relying on (70). More precisely, combining (69) and (70) with Hölder' inequality yields for all $3/2 \leq q < 2$ and all $\delta > 0$
\begin{align}
(226) \quad &\|u^p - |\log \varepsilon|^{-1} \sum_{1 \leq i \leq N} U_{\varepsilon, i}[v_i^{S_i} - u^p]\|_{W^{1,q}_{\text{loc}}(\mathbb{R}^3 \setminus \bigcup_j S_i)}
\leq C|\log \varepsilon|^{-1-3/p+1/2+\delta} (|Y(t)| + \|u^p\|_{W^{1,\infty}}),
(227) \quad &|u^p - |\log \varepsilon|^{-1} \sum_{1 \leq i \leq N} U_{\varepsilon, i}[v_i^{S_i} - u^p]\|_{W^{1,q}_{\text{loc}}(\mathbb{R}^3 \setminus \bigcup_j S_i)}
\leq C|\log \varepsilon|^{-1-3/p+1/2+\delta} (|Y(t)| + \|u^p\|_{W^{1,\infty}}).
\end{align}
Since the $H^1$-estimate in (69) excludes the sets occupied by the filaments, we had

to exclude it in the above estimate. However, the pointwise estimates (67) imply that

for all $q < 2$

\begin{equation}
|u^p - |\log \varepsilon|^{-1} \sum_{1 \leq i \leq N} \mathcal{U}_i, [v^{\delta_i} - u^q]|_{L^p(U_i, \delta_i)} \leq |\log \varepsilon|^{-1} \varepsilon^{2-q} (|Y(t)| + \|u^q\|_{W^{1,q}})).
\end{equation}

Combining (226) and (228) yields (225).

In order to conclude that (54) and (56) hold true, we show the following result.

**Lemma 7.2.** Let $1 \leq i \leq N$ and denote

\begin{equation}
w := \mathcal{U}_i, [v^{\delta_i} - u^q] - \mathcal{U}_i, [\hat{v}^{\delta_i}(t, \cdot) - u^q(t, \cdot)].
\end{equation}

Then, there exists $c_0 > 0$ such that for all $\varepsilon$ in $(0, c_0)$, for all $t \in [0, T_{\varepsilon}^{\text{max}}]$, for all $1 \leq p < 2$, and all compact subset $K$ of $\mathbb{R}^3$, there exists $C$ in $(0, +\infty)$ such that

\begin{equation}
|w|_{L^p(K)} \leq C \left| (Q_{\varepsilon, i}, h_{i, \varepsilon} + \hat{h}_{i, \varepsilon}) - (\hat{Q}_{\varepsilon, i}, \hat{h}_{i}) \right| \left( |Y| + \|u^q\|_{W^{1,q}} \right) + C |(v, \omega) - (\hat{v}, \hat{\omega})|.
\end{equation}

For $2 \leq p < 6$, and all compact subset $K$ of $\mathbb{R}^3$, there exists $C$ in $(0, +\infty)$ such that

\begin{equation}
|w|_{L^p(K)} \leq C \left| (Q_{\varepsilon, i}, h_{i, \varepsilon} + \hat{h}_{i, \varepsilon}) - (\hat{Q}_{\varepsilon, i}, \hat{h}_{i}) \right|^3 |(v, \omega) - (\hat{v}, \hat{\omega})|.
\end{equation}

Before proving Lemma 7.2, we show how to deduce (54) and (56).

**Proof of (54) and (56).** Let $T < \hat{T}$ and $d = \frac{1}{4} \min_{t \in [0, T]} \hat{d}_{\min}(t)$. Then, by Proposition 6.4, for $\varepsilon$ sufficiently small, we have $T_{\varepsilon}^{\text{max}} \geq T$ and $d_{\min} \geq d$ on $[0, T]$. Therefore, Proposition 7.1 and Lemma 7.2, as well as (53) and (55) yields (54) and (56).

**Proof of Lemma 7.2.** We first observe that $w$ satisfies

\begin{equation}
w(x) = \frac{1}{2} \int_{\mathcal{E}_i} S(x - y) k(y) (v^{\delta_i} - u^q)(y) \, d\mathcal{H}^1(y)
- \frac{1}{2} \int_{\mathcal{E}_i} S(x - y) k(y) (\hat{v}^{\delta_i} - u^q)(y) \, d\mathcal{H}^1(y) =: w_1 + w_2,
\end{equation}

where

\begin{equation}
w_1(x) := \frac{1}{2} \int_{\mathcal{E}_i} S(x - y) k(y) (v^{\delta_i} - u^q)(y) \, d\mathcal{H}^1(y)
- \frac{1}{2} \int_{\mathcal{E}_i} S(x - y) Q k(\phi(y))(v^{\delta_i} - u^q)(\phi(y)) \, d\mathcal{H}^1(y),
\end{equation}

and

\begin{equation}
w_2(x) := \frac{1}{2} \int_{\mathcal{E}_i} S(x - y) \left( Q k(\phi(y))(v^{\delta_i} - u^q)(\phi(y)) - k(y)(\hat{v}^{\delta_i} - u^q)(y) \right) \, d\mathcal{H}^1(y),
\end{equation}

where

\begin{equation}
Q := Q_{\varepsilon, i} \hat{Q}_{\varepsilon, i}^T \quad \text{and} \quad \phi(x) := Q(x - \hat{h}_i) + h_{i, \varepsilon} + \hat{h}_{i, \varepsilon}
\end{equation}
is the rigid body motion that transforms $\hat{C}$ to $C_i$. Then, using $S(Q^T x) = Q^T S(x) Q$, we find
\[
w_1(x) = \frac{1}{2} \int_{C_i} S(x-y)k(y)(v^{\delta_i} - u^\delta)(y) \, d\mathcal{H}^1(y)
- \frac{1}{2} Q^T \int_{C_i} S(\phi(x)-y)k(y)(v^{\delta_i} - u^\delta)(y) \, d\mathcal{H}^1(y)
= U_{C_i}[v^{\delta_i} - u^\delta](x) - Q^T U_{C_i}[v^{\delta_i} - u^\delta](\phi(x)).
\]
Using the fundamental theorem of calculus, we observe that for any $\psi \in W^{1,s}_t$, and for $s$ in $[1, \infty]$, we find
\[
\|\psi - \psi \circ \phi\|_{L^p_{loc}} \leq C[(Q_{\varepsilon,i}, h_{i,\varepsilon} + \bar{h}_{i,\varepsilon}) - (\hat{Q}, \hat{h})]\|\nabla \psi\|_{L^p_{loc}}.
\]
Hence, for $p < 2$, by recalling (88), we infer that
\[
\|w_1\|_{L^p_{loc}} \leq C[(Q_{\varepsilon,i}, h_{i,\varepsilon} + \bar{h}_{i,\varepsilon}) - (\hat{Q}, \hat{h})]\|v^{\delta_i} - u^\delta\|_{L^p(C_i)}.
\]
On the other hand, pointwise bounds analogous to (66) imply for all $p < \infty$
\[
\|w_2\|_{L^p_{loc}} \leq C[(Q_{\varepsilon,i}, h_{i,\varepsilon} + \bar{h}_{i,\varepsilon}) - (\hat{Q}, \hat{h})] \left(\|v^{\delta_i} - u^\delta\|_{L^p(C_i)} + \|\nabla (v^{\delta_i} - u^\delta)\|_{L^p(\mathbb{R}^3)}\right) + C[(v, \omega) - (\tilde{v}, \tilde{\omega})].
\]
Combining (233) and (234) yields (230).

Finally, we give the proof of (231). Notice that in the case $|(Q_{\varepsilon,i}, h_{i,\varepsilon} + \bar{h}_{i,\varepsilon}) - (\hat{Q}, \hat{h})| \geq 1$, the estimate follows from (88) and the Sobolev embedding by estimating the two terms separately. Thus, since (234) holds for all $p < \infty$, it suffices to show for $2 \leq p < 6$ and for $|(Q_{\varepsilon,i}, h_{i,\varepsilon} + \bar{h}_{i,\varepsilon}) - (\hat{Q}, \hat{h})| \leq 1$,
\[
\|w_1\|_{L^p_{loc}} \leq C[(Q_{\varepsilon,i}, h_{i,\varepsilon} + \bar{h}_{i,\varepsilon}) - (\hat{Q}, \hat{h})]^{3/p-1/2} \|v^{\delta_i} - u^\delta\|_{L^p(C_i)}
\]
With $\psi$ as above, the critical Sobolev inequality yields for $s < 3$ and $s^* = (3s)/(3-s)$
\[
\|\psi - \psi \circ \phi\|_{L^p_{loc}} \leq \|\nabla \psi\|_{L^{s^*}_{loc}}.
\]
Therefore, for any $p < 6$, $s < 2$, $\theta \in [0, 1]$ such that
\[
\frac{1}{p} = \frac{\theta}{s} + \frac{1-\theta}{s^*},
\]
Hölder’s inequality, (322) and (326) yield
\[
\|w_1\|_{L^p_{loc}} \leq [|(Q_{\varepsilon,i}, h_{i,\varepsilon} + \bar{h}_{i,\varepsilon}) - (\hat{Q}, \hat{h})|^{\theta} \|\nabla \psi\|_{L^s_{loc}}.
\]
Elementary calculations show that for all $2 \leq p < 6$ and any $\delta > 0$ we can choose $s < 2$, such that (237) holds with
\[
\theta = \frac{3}{p} - \frac{1}{2} - \delta.
\]
Hence,
\[
\|w_1\|_{L^p_{loc}} \leq C[(Q_{\varepsilon,i}, h_{i,\varepsilon} + \bar{h}_{i,\varepsilon}) - (\hat{Q}, \hat{h})]^{3/p-1/2} \|v^{\delta_i} - u^\delta\|_{L^p(C_i)}.
\]
This concludes the proof of Lemma 7.2.  
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