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WETTING AND LAYERING FOR SOLID-ON-SOLID 11:
LAYERING TRANSITIONS, GIBBS STATES, AND
REGULARITY OF THE FREE ENERGY

BY HuserT LAcoIN

ABsTracT. — We consider the Solid-on-Solid model interacting with a wall, which is the sta-
tistical mechanics model associated with the integer-valued field (¢(z)),cz2, and the energy
functional
V(g) =8 lo(z) — o) — > (hl{s@)=0} — ©1{s(x)<0}) -
T~y x

We prove that for 3 sufficiently large, there exists a decreasing sequence (h};(8))n>0, satisfying
limy oo R} (B) = hw(B), and such that: (A) The free energy associated with the system is
infinitely differentiable on R~ ({h};}n>1 U hw(B)), and not differentiable on {h}},>1. (B) For
each n > 0 within the interval (h},,,h};) (with the convention hfj = o), there exists a unique
translation invariant Gibbs state which is localized around height n, while at a point of non-
differentiability, at least two ergodic Gibbs states coexist. The respective typical heights of
these two Gibbs states are n — 1 and n. The value h}, corresponds thus to a first order layering
transition from level n to level n— 1. These results combined with those obtained in [28] provide
a complete description of the wetting and layering transition for SOS.

Rissumic (Mouillage et stratification pour le modele SOS II: transitions de niveau, états de Gibbs
et régularité de 1’énergie libre)

Nous considérons le modéle « Solid-On-Solid » (SOS) incluant une interaction avec une paroi.
Il s’agit du modele de mécanique statistique associé au champ a valeurs entieres (¢(x)),cz2 et
a la fonctionnelle d’énergie

V(@) =8 lé@) — @)l = Y (hl{s@)=0} — %Lis(x)<o}) -
T~y T

Nous démontrons que pour des valeurs de 3 suffisamment grandes, il existe une suite décrois-
sante (h? (8))n>0, satisfaisant limy, 00 b (8) = hw (), et telle que : (A) I’énergie libre associée
au systéme est infiniment dérivable sur R \ ({h%},>1 U hw(B)), et n’admet pas de dérivée aux
points {h}}»>1; (B) pour tout entier n > 0, pour les valeurs de h dans Pintervalle (h;‘L_H, h)
(avec la convention hf = 00), il existe une unique mesure de Gibbs correspondant & une hau-
teur de localisation n, alors qu’aux points de non-dérivabilité il y a multiplicité des états de
Gibbs, en particulier il en existe deux correspondant aux hauteurs de localisation n — 1 et n
respectivement. La valeur A} marque donc une transition de niveau entre la hauteur n et la
hauteur n — 1. Ces résultats et ceux prouvés dans [28] fournissent une description compléte des
transitions de niveau et de la transition de mouillage pour le modeéle SOS.

2010 MaTHEMATICS SUBJECT CLASSIFICATION. 60K35, 60K37, 82B27, 82B44.
Kevworps. — Solid-on-Solid, wetting, layering transitions, Gibbs states.
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1. INTRODUCTION

The Solid-On-Solid model (SOS) introduced in [10, 30] provides a simplified frame-
work to study the behavior of two dimensional interfaces in three dimensional systems
which display phase coexistence, such as the Ising model with mixed boundary con-
dition [18]. The SOS interfaces have a simpler description than the ones that appear
in most three dimensional lattice models: they are graphs of functions from a subset
of Z? to Z and thus have the simplest possible topological structure. The Gibbs weight
associated with each possible interface realization also have a simple expression. This
makes the SOS model considerably easier to analyze than, say, Ising interfaces. On the
other hand, as the simplification performed to obtain the SOS description starting
from a lattice model with phase coexistence, such as the low temperature Ising or Potts
model, are not too drastic, it is believed that results obtained for Solid-On-Solid model
may have a predictive value for a large class of interfaces [10, 30, 31]. For this reason,
a particular attention has been given to results obtained for SOS concerning the tran-
sition from to rigid interfaces at low temperature to rough ones at high temperature
[8, 20, 29], and to the study of layering and wetting transitions in presence of an
interaction with a wall (in a wetting or pre-wetting setup) [4, 5, 9, 13, 14, 15, 17] (see
also [6] for a non-rigorous derivation of the layering transitions for the Ising model).
We refer to the recent review [26] for a richer introduction to effective interface models
as well to the introduction of [28] for additional motivation and references.

Our objective is to give a full description of the transitions occurring for the wetting
problem, when an interface interacts with a solid wall which occupies a full half-
space. The problem has been investigated in [15] where it was shown that the wetting
transition occurs for a positive value h,,(3) of the intensity of the interaction with
the wall: When h > h,(8) the interface is typically localized in a neighborhood of
the wall, while for h < hy(5) is repulsed away from it. In [5], a heuristic analysis
of the interface stability yielded the prediction that besides this wetting transition,
the system should undergo countably many layering transitions which correspond to
discrete change of the typical height of the interface. This analysis also provided a low
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WETTING AND LAYERING FOR SOS |1 3

temperature expansion for the value of first layering critical points. The first rigorous
results concerning this conjectured layering phenomenon were obtained in [4] (results
were obtained earlier for the related and more tractable pre-wetting problem, see for
instance [13, 17]): For any given n > 0, the existence of a regime where interfaces
are localized at height n was evidenced, analyticity of the free energy and results
concerning uniqueness of Gibbs states in that regime were also proved. The results
in [4] nonetheless leave some challenging questions open:

(A) The existence of a regime with localization at height n is only proved under
the assumption that 8 > clogn (with our notation) for some constant ¢ > 0 (cf. [4,
Rem. (4) p.528]). This limitation obstructs the understanding of how the layering
transitions accumulate on the right of h,,(8) when n tends to infinity.

(B) The layering transitions corresponding to the changes of typical height, say
from n to n — 1 cannot be analyzed, as the intervals on which localization is shown
to occur are not adjacent. This is because the perturbative approach used in [4] does
not enable to come close to the layering critical points.

The present paper overcomes these limitations and proves that for § sufficiently large
the free energy is infinitely differentiable everywhere except on a countable set which
corresponds to the layering critical points. On this set, the first derivative of the free
energy is shown to be discontinuous. The existence of Gibbs states is also proved
when the asymptotic contact fraction with the substrate is positive (non-existence is
proved in the other case), together with uniqueness on intervals where the free energy
is differentiable, and non-uniqueness at points of non differentiability. Combined with
the results obtained in [28] concerning the value critical point h,,(5) and the sharp
asymptotics for the free energy, this yields a complete picture of the system’s behavior.

Acknowledgements. — We are grateful to Kenneth Alexander for enlightening dis-
cussions. This work has been performed in part during a visit at the Institut Henri
Poincaré (2017, spring-summer trimester) supported by the Fondation de Sciences
Mathématiques de Paris. The author thanks the Institute for its hospitality.

2. MoDEL AND RESULTS

2.1. TuE Sorp ox SoLip MopEL ox Z2. Consider A a finite subset of Z? (equipped
with its usual lattice structure) and let JA denote its external boundary

ON:={xcZ>’~A:3ycA, z~y}

Given ¢ € ZZQ, we define the Hamiltonian for SOS in the domain A with boundary
condition v on the set Qx = Z* by

1) A =g X @) ol + Y 1ela) v Vo<

z,yEA rEAN,yEIN
T~y T~y
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4 H. Lacoin

Given 8 > 0, we define the SOS measure with boundary condition ¥, PK,B on Q, by

1
Pfﬁ((b) = giwe_ﬂﬁj\w(@ where P@ijﬁ = Z e_B%Aw(d’)'
AB bEQA

For most purposes, we only have to consider the constant boundary conditions ¥y =n
for n > 0. In that case we simply write P} 5 and Qf,(‘ﬁ. We drop the superscript n
in the notation in the special case n = 0. Note that by translation invariance 2y 5=
Z) p does not depend on n. We also define the free energy (sometimes also referred
to as pressure) for the SOS model by

1
F(f):= lm —logZ) 5,
)= Al ’
|OA]/|A]—0

where the limit can be taken over any sequence of finite sets (An)n >0 such such ratio
between the cardinality of Ay and that of its boundary vanishes. A justification of
the existence of the limit is given in the introduction of [28]. We used | - | to denote
the cardinality of a set. In the remainder of the paper we also use the same notation
to denote the ¢; distance on the lattice but this should not yield confusion.

When § is sufficiently large, it is known [8, Th. 2] that P, g converges (in the sense
of finite dimensional marginal) to an infinite volume measure Pg or Gibbs state (see
Definition 2.4). We introduce a quantitative version of the statement which requires
the introduction of some classic terminology.

We say that a function f: Qu := (Z)% — R is local if there exists (z1,...,xx)
and f : (Z)* — R such that f(¢) = f(¢(x1),...,d(xx)). The minimal choice (for the
inclusion) for the set of indices {1, ..., 2} is called the support of f (Supp(f)). With
some abuse of notation, whenever A contains the support of f, we extend f to Q5 in
the obvious way. An event is called local if its indicator function is a local function.

Given P a sequence of measures on 25, and P a measure on 2.,. We say that Py
converges locally to P when A exhausts Z? if for any sequence Ay exhausting Z2, and
any local function f we have

lim Py [f(0)] = P[f(9)].

N—o00

For A and B two finite subsets of Z2? we set

A B) = i —
WA B) = il =l

where | - | denote the ¢; distance. The proofs in [8] imply that P, g converges expo-
nentially fast in some sense to some measure on {2,. The statement below can also
be proved using the techniques introduced in Section 3.2 (see Remark 3.2).

Tueorem A. — There exists By > 1 and ¢ such that for any 8 > By, there exists a
measure Pg defined on Qo such that for every local function f : Qs — [0,1] with
Supp(f) = A, and every A which contains A,

|Easlf(9)] — Eslf(9)]| < CplAlem 10N,

JE.P.— M., 2020, tome 7
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2.2, Tue werTING PROBLEM FOR THE SOS MODEL. For ¢ € Qp and A C Z (or R),
we set

o7 (A) :={r e A : ¢(z) € A}.
We write also ¢! A when more convenient. Using the notation Z, := Z N [0, 00), we
define

(2.2) QL =2 ) ={pcQr: z €A, ¢(x) =0}

This convention of adding the superscript + to indicate a restriction to the set of
positive functions is used in other contexts throughout the paper.

Given h € R we consider PXZ which is a modification of PK 5 Where the interface
¢ is constrained to remain positive and gets an energetic reward h for each contact
with 0. It is defined as follows

PYh () = 1 e BAY @RI THON  here Qﬁp’bh — Z =B (@) +hls {0}

AB ' P, h
Zxs beQ}

In this case also, we replace ¥ by n in the notation for the special case ¢ = n. The aim
of our study is to investigate the localization transition in h for PX’Z which appears
in the limit when A exhausts Z2. A key quantity to study the phenomenon is the
corresponding free energy
1
F(B8,h) = lim —

[Al—woo  |A]
|OA]/|A|—0

log Q’XL;

The reader can check that as a consequence of the inequality
[ AN (&) — AL (9)] < 4lm — n||OA]

the quantity F(8,h) indeed does not depend on n.

To clarify notation, in the remainder of the paper, we often consider the limit along
the sequence Ay := [1, N]? (using the notation [a,b] = [a,b]NZ). We write Z g for
Z\ .3 and adopt a similar convention for other quantities.

The function h — F(S,h) is non-decreasing and convex in h (as a limit of non-
decreasing convex function). At points where F(3, h) is differentiable, convexity makes
it possible to exchange the positions of limit and derivative thus 9, F (3, h) corresponds
to the asymptotic contact fraction. Thus for every n € N we have

. 1 n,h -1
(23) onr(8,1) = Jim —ER 1671 (0)])
wherever Oy, F is defined (by convexity this is everywhere except possibly on a countable
set).

We define h,,(3) to be the value of h which marks the wetting transition between a
localized phase (where the asymptotic contact fraction is positive) and a delocalized
phase

hw(B) :=inf{h € R : OrF(5, h) exists and is positive}
— sup{h € R: ¥(B,h) = (A)}.

JE.P.— M., 2020, tome 7



6 H. Lacoin

2.3. THE ASYMPTOTIC BEHAVIOR FOR THE FREE ENERGY. In previous work [28], we
established the value of h,(f) answering a question left open since the pioneering
work of Chalker [15], and we were able to describe the asymptotic behavior of F(/3, h)
close to the critical point. To state this result we need to introduce a few quantities.
Letting 0 and 1 denote the vertices (0,0) and (1,0) respectively, we define, for 8 > [y

a1(B) := lim e*"Pg[6(0) > n],
az(f) := lim %Py [min(¢(0), ¢(1)) > n].

For a proof of the existence of these quantity, we refer to [28, Prop. 4.6]. We also set
J:=e %% and for u € R

(2.4)

eth

F(B,u) = F(ﬁ,log(ewi_l) + u) —F(B).

Tueorem B. — If 8> By (of Theorem A), we have

i =)

Furthermore
(2.5) F(8,u) T F(B,u),
where
200 (J3 — J4)
._ 2n,  202\J —J ) 13n
(2.6) F(B,u):= 71;%%? (alJ u BE J )

A detailed heuristic justification for the expression (2.6) is given in [28, §3]. It can
be roughly summarized as follows: one can rewrite the partition function of the model
in a way that suppresses the positivity constraint {Vz € Ay : ¢(x) > 0} at the cost
of adding energetic penalties in sites where ¢(x) < 0, which exactly account for the
entailed entropic loss.

With this rewriting when h = log (¢*?/(e*’ — 1)) + u, each spike in the lower half
space of width 1 gets a positive retribution u in the exponential Boltzmann weight,
while spikes of width 2 and larger are penalized (the size of spikes is measured at
level 0, meaning that we are looking at connected components of ¢~1(0)). In particu-
lar, spikes of size two yield a penalty equal to (J® — J4)/(1 — J3). For this reason for
small u, the best localization strategy is choose a high boundary condition n so that
the density of spikes of size one (which is of order e=45"
much larger than that of larger spikes (which is of order e~%"). The expression (2.6)
comes from the fact that in the small w limit, only the contribution of spikes of size
one and two become relevant and their relative density is well approximated by (2.4).
The free-energy is obtained by choosing n that optimizes the balance between the
gain of single spikes and the cost of double spikes. Note that the function F(8,w) is
piecewise affine on R, and presents angular points at

by a Peierls type argument) is

2042
2.7 =y = ——2 2,
2.7) N )

JE.P.— M., 2020, tome 7
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for n > 1. While Theorem B does not imply the convergence of 9, F(8, ) and thus,
the presence of angular points on the free energy curves, convexity implies that for
large values of n the contact fraction changes abruptly around wu,,.

An explanation for this phenomenon which is corroborated by the above heuristic
(again we refer to [28] for a deeper insight) is that the typical behavior of ¢ changes
radically around w,: when u < w, + o(J") the surface ¢ tends to localize at height
n, meaning that ¢(z) = n for a majority of points and that connected components
of the set {z : ¢(x) # n} are all of small diameters, while when u > u,, + o(J™) the
typical height should be n — 1.

This indicates that there should exist a value w), which delimits a phase transition
between these two kinds of behavior. Moreover it should satisfy, asymptotically for
large values of n, v} = u,+0(J™). The change of behavior around «;, should provoke a
discontinuity in the contact fraction, so that these sequences of phase transition should
be manifested by discontinuities for 9, F(8,u). This prediction can be interpreted as
a refined version of the conjecture presented in [4, Stat. p. 228]. Earlier versions of the
same conjecture is found in [5] and [9, §4.3].

2.4, Mai~x resurts. — In the present paper, we bring the above stated conjecture on
a rigorous ground by showing the existence of an infinite sequence of point of discon-
tinuity for 9,F(5,u). We complement this result by relevant information concerning
the regularity of F(8,u) between these transition points, and a statement concerning
uniqueness of Gibbs states. These results are summarized in the caption of Figure 1.

Tarorem 2.1. — For 8 > [y sufficiently large, there exists a decreasing sequence
(wr(8))n>1, which satisfies
2—(1)0J"+2 <ul < 200712
and
. 28n  * 2a2j2

(2.8) nh_)rréoe Pror = PRIk
which is such that

(i) the function uw — F(B,u) is infinitely differentiable on (u),,,(B),u);(B)) for any
n > 1 and also on (ui(B),0),

(ii) for anyn =1, F(B,u) is not differentiable at u} (), meaning that that the left
and right derivative at w), do not coincide

0, F(B,uy,) < O F(B,uy,).

Remark 2.2, We believe that the free energy is in fact analytic in v on the domain
where it is differentiable. While such a statement could in principle be directly deduced
from the convergence of the cluster expansion, it would require to be able to obtain a
convergence result for complex values of u, more precisely for each n one should prove
convergence of the expansion on an open subset of C which contains the real interval

(U:H-la U;:)

JE.P.— M., 2020, tome;



8 H. Lacoin

Remark 2.3. Note that the main result in [4] includes a statement about analytic-
ity. While this is not explicitly stated in the proofs, it appears that the cluster expan-
sion considered in [4] also converges when the parameter u considered in [4, Eq. (1.15)]
is allowed to have a small imaginary part [3]. It seems plausible that with some (sig-
nificant) efforts, our proof of Proposition 4.4 could be adapted to handle also small
imaginary perturbation of w, which would yield analyticity of F(3,u) in the intervals
of the type [200J"72, 515J" 1], n > 1 and on [200.J%, 00). However monotonicity plays
a too central role in Proposition 4.6 to extend this kind of argument. For this reason
the proof of analyticity in the neighborhood of u} appears like a more challenging
task.

To state our second result about convergence for the measure PX% we need to
recall some terminology.

Derinirion 2.4, An infinite volume measure or Gibbs state for parameter (8, h) is
a measure vgp on (ZJF)Zz such that for any finite A C Z?, we have for vg ,-almost

all ¢,
(2.9) Vo [BIAE » | ¢ po= 1l x0] =PLL [0 € o]

It is not difficult to check that the relation (2.9), often referred to as the Dobrushin-
Lanford-Ruelle (DLR) Equation, is valid if one replaces vz by a measure P[\;’/}\L,
defined on a domain A’ which includes A and with arbitrary boundary condition ¥.
As a consequence, the measures obtained as local limits of P%% for ¢ € Z%Z are Gibbs
state.

For technical purpose we define x-connectivity, as the connectivity associated with
the network Z? were diagonal edges of the type {x, z+(1,1)} have been added (but not

the other diagonals).

DEeriNrrion 2.5. A Gibbs state vg , is said to

(i) be translation invariant if under vg, the distribution of ¢ and 6,(¢) =
(¢(z + x))zeze are the same;
(ii) have finite mean if for all z € Z>

vg,n [(z)] < oo

(iii) percolate at level n if vg j, almost surely, $~*(n) has unique infinite connected
component in Z? and all connected component of ¢~*[n + 1,00) and ¢~ (—o0,n — 1]
are finite.

Setting h} = hy(8) + u), our second result essentially claims that translation
invariant Gibbs states are unique for h € (hy(8),00) \ {h}}n>1 and that multiple
translation invariant Gibbs states coexist at the layering points (A} )p>1.

Treorem 2.6. For 8 sufficiently large, the following holds true.
(i) For h < hy(B), there exists no Gibbs state for (8, h).

JE.P.— M., 2020, tome 7
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(ii) Whenn >0, h € (h}_1,h}) then there exists a unique finite mean translation
invariant Gibbs state which we call PZ’h. Moreover Pg’h percolates at level n.
When h = h}, n > 1, then there exist several finite mean translation invariant

Gibbs states. In particular, we can identify two extremal states Pg_l’h; and Pg’h:‘

which satisfy:
(A) .
Py [p(x) = 0]

P, (x) = 0]

3, F(B, 1),
O F(B,hL).

(B) Pg_l’h; and Pg’h:‘ respectively percolate at level n — 1 and n.

(C) We have Pg_l’h; < Pg’h:. Any other finite mean translation invariant

Gibbs state v for parameters (8, hl) satisfies

(2.10)

(2.11) Py < u PR

Remark 2.7. We believe that there are no infinite mean translation invariant Gibbs
state for h > h,(8) and that the finite mean assumption is present only for technical
reasons. We would also tend to believe that in analogy with low temperature two
dimensional Ising model (see [2, 16, 24] for results and proofs) Pg_l’h: and Pg’h:"
are in fact the only ergodic Gibbs states when h = h}, but proving such a statement
is out of the scope of this paper. While the arguments used for the Ising case in the
above references remain valid at the heuristic level, adapting them to to the SOS
model represents a significant technical challenge.

Finally we conclude the exposition with a result showing that our Gibbs states
exhibit exponential decay of correlation.

Prorosition 2.8. — For 8 sufficiently large, there exists constants ¢ and C such that
for every n > 0 and any h € [h} 1, h}], we have for any pair of local functions
f: Q0 = [0,1] and g : Qoo — [0, 1] with respective supports A and B we have

E" [f(0)g()] — Ef" [F(#)]E" [9(0)]] < C|Ale P4 D),

and thus in particular using the notation 0, := 1{g(s)=0}-
3" 5,5, — " ] E" [5,] | < Cemeflel

2.5. PoSSIBLE EXTENSION TO OTHER SURFACE MODELS. The proof of our result relies a
lot on the contour representation for two dimensional interfaces which is quite specific
to two dimensional Solid on Solid. However there are some other surface models which
should exhibit similar phenomenology at low temperature. Let us discuss them shortly.

2.5.1. Other planar regular lattice. — Solid on solid can also be defined on the tri-
angular and hexagonal lattice. While our approach in this paper relies a lot on pla-
narity, it does not rely on the specifics of the lattice. Thus modulo minor modification
(28, §2.4]) the proof of Theorem 2.1 should transpose to these cases.

JE.P.— M., 2020, tome 7



10 H. Lacoin

F(B, 1)

by B s bi h
00 o432 ‘ 1 : 0

Ficure 1. A schematic representation of the free energy curve. The curve
is C™ except at the points of abscissa h] (represented as square dots)
where the derivative on the left and on the right differ. The h; approx-
imately forms a geometric sequence which accumulates to the right of
hw(B). The numbers below the h-axis corresponds to the height at which
the interfaces localizes for the corresponding value of h, that the height
at which interface percolate almost surely under the unique Gibbs state.
At the critical values h] there is no unicity of the Gibbs state and there
are two possibility for the localization height. Below h,, there is no Gibbs
state and the interface is repulsed to infinite height.

2.5.2. Higher dimensional Solid on Solid. — The behavior of Low temperature Solid
on Solid does not depend at all on the dimension, and thus we expect that a result
similar to Theorem 2.1 to hold (indeed Theorem B is for d > 3 with appropriate
change see [28, §2.4]). However our proof does not adapt to this case. One possibility
to extend the result would be to use another kind of cluster expansion (similar to
the one presented in [8], however, much of our argument rely on the specifics of the
contour decomposition and adapting it seems to present significant challenges.

2.5.3. Discrete Gaussian models and |V ¢|P surfaces. — Remaining in dimension two,
one can also look at minor modifications of the Hamiltonian. On possibility is to
replace |¢(x) — ¢(y)| in (2.1) by |p(z) — &(y)[P, p = 1 (see e.g. [12] and references
therein for more on these types of model). The case p = 2 corresponds to the discrete
Gaussian model.

JE.P.— M., 2020, tome 7
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These models should exhibit a simpler wetting transition as soon as p > 1 (heuris-
tics strongly suggests for instance that h.(8) = 0) but the layering phenomenon
should nonetheless be present. When p € (1, 00), there is no contour decomposition
of the model (in the sense that there is no possibility to rewrite the Hamiltonian as a
local function of the contours of ¢ even in the homogeneous case). It the case p = oo
however (which corresponds to imposing the constraint that the gradient of the field
should take value in {—1,0,1}) there is hope that the tools developed in the present
paper can be applied to prove the presence of countably many first order layering
transitions accumulating at the right of 0.

2.6. OrcanizaTion or THE ProOF. — All the results exposed in the previous section
are going to be derived as consequences of the convergence of a cluster expansion
associated with a certain contour representation of the partition functions (see the
introduction of [7] and mentioned references for a review of cluster expansion tech-
niques). To prove the convergence, we need to obtain very fine estimates on finite
size partition functions: these are obtained by combining various ingredients such as
asymptotic properties of the SOS model (Proposition 3.10),

Therefore our first task is to introduce the necessary framework for the exposition
of this result. This is the purpose of Section 3, in which we introduce various tech-
nical tools, including contour representations, cluster expansion methods, and FKG
inequalities.

In Section 4, we introduce the main technical result of the paper, Theorem 4.1,
which implies the convergence of a cluster expansion associated with the measures
PX% and give the main steps of its proof. We also explain how Theorem 2.1 can be
deduced from this convergence result.

In Section 5, which is the technical core of the paper, we perform the proof of
Theorem 4.1 in full details. For better readability, the proof of the more technical
estimates presented in Section 5 are performed separately, in Section 6.

In Section 7, we explore the consequences of Theorem 4.1 on the measure PK 5
and prove in particular Proposition 2.8. Finally in Section 8 we prove the remaining
statements of Theorem 2.6.

3. TECHNICAL PRELIMINARIES

3.1. Contour reEPrRESENTATION. — We recall briefly how to describe a function ¢ € Qy
using only its level lines. The formalism of this section is identical to the one used
in [28], and close to the one displayed in e.g. [4, 13, 11].

We let (Z2)* denote the dual lattice of Z2 (dual edges cross that of Z? orthogonally
in their midpoints). Two adjacent edges (Z2)* meeting at x* of are said to be linked
if they both lie on the same side of the line making an angle 7/4 with the horizontal
and passing through x. (see Figure 2.)

We define a contour sequence to be a finite sequence (eq, ..., e,) of distinct edges
of (Z?)* which satisfies:
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2 H. Lacoin

(i) For any i = [1,n — 1], €; and e;41 have a common end point (Z*)*, e; and e,
also have a common end point.

(ii) If for ¢ # j, if e;, €;11, e; and e;j11 meet at a common end point then e;, €;41
are linked and so are e; and e;41 (with the convention that n +1 = 1).

A geometric contour ¥ := {ei,...,e;5} is a set of edges that forms a contour
sequence when displayed in the right order. The cardinality |y| of 7 is called the length
of the contour. A signed contour or simply contour v = (7,¢) is a pair composed of
a geometric contour and a sign € € {+1, —1}. We let £(y) denote the sign associated
with a contour 7, while with a small abuse of notation, 7 will be used for the geometric
contour associated to v when needed. For * € (Z2?)* we write 2* € v or * € 5 when
the point z* is visited by one edge of the geometric contour.

Ficure 2. The rule for splitting a four edges meeting at one points into
two pairs of linked edges. To obtain the set of contours that separates
{z : ¢(z) = h} from {z : ¢(z) < h} for h € Z, we draw all dual edges
separating two sites z, y such that ¢(z) > h > ¢(y) and apply the above
graphic rule for every dual vertex where four edges meet. When several
sets of level lines include the same contour, it corresponds to a cylinder of
intensity 2 or more for ¢.

We let ¥ denote the set of vertices of Z? enclosed by 7. We refer to 7 as the
interior of v and say that || is the volume enclosed in the contour v. We let A,
the neighborhood of «y, be the set of vertices of Z? located either at a (Euclidean)
distance 1/2 from 7 (when considered as a subset of R?) or at a distance 1/v/2 from
the meeting point of two non-linked edges. We split the A into two disjoint sets, the
internal and the external neighborhoods of v (see Figure 3)

AT :=A,N7 and AT :=A, N7

Given a finite set A C Z? a contour 7 is said to be in A is if ¥ € A. We let €
denote the set of contours in Z2 and %, that of contours in A.

Given ¢ € Q\, we say that v € €, is a contour for ¢ with boundary condition n,
if there exists k£ > 1 such that

(3.1) min ¢(x) = max ¢(z) + ke(y),
TEAL zEAT

where in the above equation by convention we consider that

plz)=n if zeAl
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WETTING AND LAYERING FOR SOS |1 13

The quantity k appearing in (3.1) is called the intensity of the contour and the
triplet (v,k) = (7,e(7), k) with v € € and k € N an intensity, is called a cylinder.
We say that (7, k) is a cylinder for ¢ (with boundary condition n) if «y is a contour of
intensity k. The cylinder function associated to (v, k) is defined on Z? by

(3.2) Py (7) = e(V) k15 (2).

We use 7 to denote a generic cylinder associated with the contour v (we use the
notation k() to denote its intensity). We let T, (¢) denote the set of cylinders for ¢
with boundary condition n and T,,(¢) the associated set of contours.

We say that A is a simply connected subset of Z2, if it can be expressed as the
interior of a contour, that is, if

Note that, when A is simply connected, an element ¢ € {2, is uniquely characterized
by its cylinders. More precisely, we have

(3.4) Veed o) =nt+ Y  ps(a)
FET ()

Furthermore, the reader can check that

(3.5) ()= > k@A
7T (0)

Of course not every set of cylinder is of the form 'Y"n(d>) and we must introduce a
notion of compatibility which characterizes the “right” sets of cylinder.

Two cylinders 7 and 7’ are said to be compatible if they are cylinders for the
function ¢5 + ¢5,. This is equivalent to the three following conditions being satisfied
(see Figure 3):

(i) ¥#7 and N7 € {2,7,7'}.

(ii) If e = ¢’ and N7 = @, then then ¥ N AT = &.

(iii) If e # ¢’ and ' C 7 (vesp. ¥ C 7') then ¥ N AT = & (vesp. YN AL, = ).

This first condition simply states that compatible contours do not cross each-other.
The conditions ¥ N AT = @ and ¥ NAJ = @ in (ii) and (iii) can be reformulated as:
5 and 7’ do not share edges, and if both 7 and 5’ possess two edges adjacent to one
vertex z* € (Z%)* then the two edges in v are linked and so are those in v'.

Note that the compatibility of two cylinders does not depend on their respective
intensity, so that the notion can naturally be extended to signed contours: The con-
tours v and ' are said to be compatible (we write v | 4') if the cylinders (v,1) and
(v/,1) are. Two distinct non-compatible contours are said to be connected (we write
LY.

If C; and Cy are two finite collections of contours (compatible or not) we say
that Cp is compatible with Co and write C; | Cs if

(3.6) V71 € C1,V12 € Cay 71 | 7
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Ficure 3. A contour v represented with its internal (circles) and external
(squares) neighborhood. To be compatible with -y, a contour 4 of the same
sign such that 7' N% = & cannot enclose any squares. A compatible contour
of opposite sign enclosed in v (such that %' C 7) cannot enclose any circles.

If (3.6) does not holds we say that C; and Cs are connected and write C; L Cs. For
a contour « and a collection C with use the notation v L C and v | C for {y} L C
and {7} | C

A (finite or countable) collection of cylinders (or of signed contours) is said to
be a compatible collection if its elements are pairwise compatible (see Figure 4).
The reader can check by inspection that the following result holds. In particular it
establishes that the set of compatible collections of cylinders is in bijection with Q4
(simple connectivity is required to avoid having level lines enclosing holes).

o~

Levmma 3.1, — If A is simply connected, then for any ¢ € Qp, Tr(d) is a compatible
collection of cylinders and reciprocally, if I' C €y is a compatible collection of cylinder
in A then its elements are the cylinders of the function Z%f 5.

Using (3.5) and the contour representation above, we can rewrite the partition
function Z4 g in a new form. We let .#"(A) and % (A) denote the set of compatible
collections of contour and cylinders in A. We have

Zg= > et
Tex(A) 7€l
Summing over all the possible intensities, we obtain
1
(3.7) Ze= > ]I B —1
rex (A) ver

This last representation of the partition function is suitable to apply the cluster
expansion techniques which we introduce in the next section.

We end this section by introducing a notion which will be of fundamental use in
our proofs, and a few notation. Given I' a compatible collection of contour and v € T',
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WETTING AND LAYERING FOR SOS |1 B

Ficure 4. A compatible collection of contour on the dual lattice (the pri-
mal lattice is displayed is dotted lines). Contours of different signs are
displayed in different colors (red-dotted/blue-solid). The primal lattice is
represented in dotted line.

we say that v is an external contour in I' if 7 is maximal in I" for the inclusion, that is,
(3.8) Vv el, ¥y cyordynNny=2a.

We say that I" is a compatible collection of external contours if it is a compatible
collection and every contour of I' is external in I'. Given L a finite set of contours,
we let # (L) denote the set of compatible collections of contours included in L and
Hoxt (L) denote the set of compatible collection of external contours (we use the
notation ok (A) for L = €)). Given ¢ € Qp, we define

Y (p) := {y € T, (¢) : v is external in Y, (¢)}.

Obviously T¢(¢) € Hext(A). We say that two contours v, and o are externally
compatible if they are compatible and 7; N7, = &. We use the notation 71 || va.
We say that two collections T'y, T'y € Hexs (L) are externally compatible if

V’}/l eIy, V"}/Q €ls, m ” V2,

or equivalently if 'y N\T's = @ and T'1 UTy € Fox(L). We also use the notation 'y || Ty
for external compatibility between contour collections, and also «y || I for {~} || I

3.2. CrusTER EXPANSION. — Partition functions which can be written as a sum over
collections of compatible geometric objects such as (3.7) appears in a variety of situ-
ation in statistical mechanics. A powerful method called cluster expansion has been
engineered to analyze the associated systems in the low temperature regime (that cor-
responds to large ). We introduce it here as it appears in [27], with a set of notation
adapted to our context.

Recall that % is the set of contours in Z2 and let w : 4 — R, be an arbitrary
function (in full generality w could assume complex values, cf. [27]). Recall that ¢ (L)
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16 H. Lacoin

denote the set of compatible collections of contours in L. Given a finite subset L of €,
the partition function associated to w and L, Z|L, w] is defined by

(3.9) ZLwl = Y J[w®.
rex (L) ver
For A a subset of Z? we write Z[A,w] for Z[€y,w).
We consider consider also P}’ the probability measure on .# (L) corresponding to

Z[L,w] and call T the associated random variable. The distribution P}’ has its support
in (L) and we have for I' € ¢ (L),

PE(T=T) = s [ w(.
’ yel’

We use the notation P} when L := %, for A a finite subset of Z.

Remark 3.2. — Going back to (3.7), the reader can check that the distribution of
Y(¢) under Py 4, A simply connected, is given by Py” where

1
3.2.1. The key result. — The starting point of cluster expansion is to observe that
the log of a partition function can be expressed as sum over geometric objects called
clusters. A cluster of contour C in L is a finite non-empty subset of L. which cannot
be split into two compatible parts (recall (3.6)) or more formally which satisfies

(3.11) VBCC, BL(C-B).

We let 2(L) denote the set of clusters in L and 2 the set of all clusters (finite sub-
sets of ). The starting point of cluster expansion is the observation that log Z|L, w)
can be written as a sum over clusters

(3.12) log Z[L, w] := Z wT (C),
Cce2(L)
where the modified weights w? are given by
w'(C) = Y (=1)BHC%0g Z[B, w],
Be2(C)

where & stands for the set of parts. In fact (3.12) is almost immediate if we consider
the sum over all subsets of L. Then one can check that w? (C) = 0 if C is not a cluster
(we refer to the first lines in [27, §3] for full details).

The reason why the expansion (3.12) is relevant is that if the original weights w are
small in a certain sense, and in particular decay exponentially with the length of the

contours, then the modified weights w” (C) are also small and decay exponentially
fast with the total length of the cluster L(C), defined as follows

re) =Y Al

~yeC

The powerful estimate displayed below is the main result of [27].
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Tueorem C. If there exist two functions a and d, € — Ry, such that for every ~y
(3.13) > ey (y) < aly)
{v'eC: v L}
then
(3.14) > w©@len( X d) <o)
{Ce2:CLl~y} v'eC
Remark 3.3. — For simplicity we introduced the result for the notion of contour

compatibility /connectedness defined in Section 3.1. However the result is purely alge-
braic and is remains valid if compatibility is replaced by another symmetric relation
on contours and an the notion of cluster is defined using this other relation. In the
present paper we use the result with compatibility replaced by external compatibility
in the proof of Lemma 5.9.

For all practical purpose, in the remainder of the paper, we use the criterion (3.13)
for a pair of simple functions

ao(y) =Pyl and do(v) == (B—5) 7],
with 8 > 5. A simple and practical way of verifying condition (3.13) in that case is
to check for every z* € (Z?)*
(3.15) Z P~y (y) < 1.
YEE : x*Ey

Given C a set of contours, let us use the notation x* € C for
Iy e C, z*en.

We let the reader check that that for z* € (Z2)*, any clusters which satisfies z* € C
is incompatible with a contour of length 4 which displays z* in its top right corner
(the choice for the sign being left open). Applying (3.14) for these two contours of
length 4, provided that (3.13) holds for (3.15) we obtain thus that

(3.16) > " (C)ePTIO <8,
Ce2:z*€C

For the Solid-On-Solid model without constraint, which corresponds to the weight
function (3.10), one can check that (3.15) holds provided 5 > 5.

The results mentioned in the rest of the section are classical consequences of The-
orem C, but are sometimes exposed in the literature in a way that does not exactly
fit the needs of our paper. For the sake of completeness, we prove these corollaries in
the appendix.

3.2.2. Free energy and boundary effects. — In our analysis we will be only interested
in the case of translation invariant weight functions w, meaning that w(y+z) = w(y)
for x € Z? where v + x is defined as the contour with the same sign as v, with the set
of edges obtained by translating every edges of ¥ by z.
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18 H. Lacoin

If the partition function of a statistical mechanics model has an expression of the
form (3.9), with translation invariant weights, the cluster expansion yields a simple
expression for the free energy of the associated model. Assuming that w is a translation
invariant weight function which satisfies (3.15), the following limit exists

1
3.17 lim —log Z[A,w]| = F(w).
(317) i lorZIA ] = F(w)
[OA]/|A|—0

More precisely we have for an arbitrary point 2* in the dual lattice (Z2)*

(3.18) Pw)= Y LwT(0),

Ce2(L):z*€C |C|

where |C| := {y* € (Z*)* : y* € C} is the number of points in the dual lattice which
are visited by a contour in C (note that |C| < L(C) and that the inequality can be
strict). The above expression does not depend on z* by translation invariance.

The fact that the sum in (3.18) converges is a consequence of (3.16). This conver-
gence result can simply be obtained by controlling the difference between the expres-
sion given for |A|F(w) and log Z[A,w] using (3.14). This difference can be shown to
be proportional to the size of the boundary.

We do not prove (3.17) but present instead a very similar result for another kind
of partition function. Given v € €, we let Z[y,w] denote the partition function
corresponding to the set of contours in the domain 7 which are compatible with -,

€y :={y €€ :7 Ccyand v |7}
Lemva 3.4. If w is a translation invariant weight function which satisfies Equa-
tion (3.15) for B sufficiently large we have
_ 1.
jlog Z[y, w] = [F(w)| < 7 [

The proof of Lemma 3.4 is displayed in Appendix A.1, and (3.17) can be obtained
with only minor modifications.

3.2.3. Correlation decay and infinite volume limits. — We say that a countable collec-
tion of contours I' C ¥ is locally finite if

(3.19) Ve eZ? #{yel :ze7}<oo.

We let % denote the set of locally finite compatible collection of contours on Z2.
We say that a function f : £ — R is a local function if there exists a finite set
A C Z? such that f(T') is entirely determined by I' N6y, where

€y ={ye€ :yNA+#o}.

This is equivalent to say that there exists f : 4 [¢"4] — R such that

~

) =fCNEy).
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Given I' € Z[€")] we obtain as a consequence of (3.12) that
Z[L/
(3.20) PPYN%y =T]=wL(l) % = wr,(T) exp (— Z wT(C)>,
(L] Ce2(L,AT)
where
wr(T) == 1{rcry H w(7),
yeT
L)y :={y €L\ %} : vis compatible with '},
and 2(L, A,T) is the set of clusters that either intersect A or are connected with T’
(L, A,T):={C e 2(L) : CN(L,)° # o}
={Ce QL) :3yeC,yeCyory LT},
When (3.15) holds, using Equation (3.20), we can prove two important consequences:
Firstly, P{’ converges to an infinite volume P* limit when L exhaust € with the con-
vergence holding in the local sense (the expectation of every local function converges).
Secondly, the correlation between two local functions decays exponentially with the
distance of their support.
The infinite volume limit P% is defined via its finite dimensional projection (using

Kolmogorov’s extension theorem). It is the unique probability on .# which satisfies
for every finite subset A

(3.21) PY[Y N, =T] = w(l)exp <— > wT(C)),
Ce2(AT)
where w(I') := [[,cp w(v) and
2(AT):={Ce2:37y€C, yeCory LT}
The convergence of the sum in the exponential in (3.21) is ensured by (3.16). We show
that the convergence occurs in an exponential fashion and that spatial correlation

decay exponentially. To state the result, we need to introduce the following notion of
distance between finite subset of Z? and the complement of a finite set of contours.

d(A, LD) =min{r € A,y € ¢\ L, max |z —yl}.
yey
Note that when A is fixed, this distance grows to infinity when L exhausts €.

Prorosition 3.5. — If w is a translation invariant weight function which satisfies
(3.15), Then for every pair of local functions f and g, # — [0,1] with respective
supports A and B and every L, L' such that d(A,LE) < d(A, (L’)C) we have

|PELf (D)) — PR [f(D)]] <|Ae=(B/100)d(ALS),

(3.22)
[PE[(I)] — PY[f(T)]] <|Ale~(#/100dAL)
and also
(3.23) P [f(D)g(T)] — P LF(D)PE[g(I)]| < |Ale™(#/100)d(A.B),

The proof of this result is displayed in Appendix A.2 for completeness.
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Remark 3.6. Let us remark that the result can be applied to the weights given
by (3.10) in order to obtain the convergence of the distribution of contours associated
with the measure Py g when A is simply connected. A proof of Theorem A can then
be deduced from this result by noticing that conditioned to the set of contours, the
heights of the cylinders are independent geometric variables (see e.g. [28, Lem. 4.3]).
The reader can refer to the proof of Proposition 7.1 to see how results on the distri-
bution of the field ¢ can be deduced from a result about the contour distribution.

3.3. CONTOUR DECOMPOSITION FOR THE WETTING PROBLEM. — We face various obstacles
when trying to obtain a decomposition similar to (3.7), for %, XL ﬁh First because the
function ¢ cannot be expressed directly from the contour collection Y,,(¢). Opting for
a representation using cylinders does not fully solve the problem, since the quantities
1i4(z)>0y and 1ygz)—oy Which appear in the Hamiltonian cannot be fitted in the
expansion, because they depend on the set of contours in a highly non-local way.

The way out is to opt for a more abstract representation, where the contours in
the sum do not correspond to the level line of ¢. We obtain one such representation
for each choice of boundary condition n

(3.24) 20n = > J[wnon-

e (A) ~er

Let us stress that using this type of contour decomposition is not a new idea, and
that our weight function is very similar to the ones used e.g. in [4, 13].

In order to provide the expression of the weights w (displayed in (3.28)) we need
to introduce a few notation. Given ~ a contour, n € Z,, we let Q[y,n] and Q[y,n]
denote the sets of functions in 7 defined as follows

Qy,n]:={s, ¥ = Z : Yz € A7, e(v)(¢(z) —n) = 0},
(3.25) Q[y,n] == Qfy,n] ~ Qy,n +e(7)]
={p€Qy,n] : 3z € A7, ¢(x) =n}.

We define QF [, n], a [v,n] as the restrictions of Q[y,n] and Q[y,n] to the set of
non-negative functions (recall the convention adopted in (2.2)). The set Q[y,n] and
Q[vy, n] can respectively be described as the sets of functions ¢ such that T, (¢) resp.
Y. (¢) ~ {7} is compatible with ~.

Given v, n and h > 0, we define z"() and Z" () to be the two partition functions
associated with the sets QT [y, n] and a [v,n] and the energy functional B2 (¢) —
h|¢p~1{0}] (recall (2.1))

_ n —1
(y) = Z =B (9)+hle™ {0}
(3.26) HEQT [v,n]
Zh(y) = Z e~ BT ($)+hl¢ {0}
$€Q [v,n]
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We extend the definition to the case of negative n by setting 2 =z = 0 for n < 0.
The reader can check that QF [y, n] := U, ar [v,n 4+ e(y)k] and thus that

(3.27) ()= ek ().
k>0

We are now ready to define our contour weight w” () (for n > 0) as follows

e B zZh (7)
(3.28) wh(y) = ——— o
Zn(7)

Note that, with our convention, negative contours have weight zero for n = 0. This
definition turns out to be the most natural to obtain a contour representation for the
partition function.

Prorosition 3.7. — The contour representation (3.24) of the partition fff; holds
true for the weights defined in (3.28) when A is simply connected (recall (3.3)).

While it involves some notation, the proof is not conceptually difficult. The idea is
to process recursively starting with external contours of the field ¢ (3.8) and iterating
the procedure.

Proof. — The starting point of our proof is the observation that the complete descrip-
tion of ¢ € QX can be obtained by knowing the set of external contours YT&*(¢)
together with the associated intensity, and the value of the restriction ¢[5 for every
v € T¢(p). When 7 is an external contour associated with boundary condition n we
have ¢|x€ QF[y,n + ()] (recall (3.25)), and this is the only requirement that ¢ |5
must satisfy. Hence we obtain directly from (3.26)

B —BF| h
Zys= > 1l
I€Hoxs(A) vET
Using the definition (3.28) we can rewrite the sum as
(3.29) Zyvi= > J[whzh).
IeHoxs(A) vET

Let us now introduce yext(’y) which is the space in which the set of external contours
. =+ .
associated to an element of Q' [n,~] lies

(3.30) Hexs(v) = A{L € Hexr(7) : T | 7}

Decomposing according to the external contours of @[5 we obtain similarly to (3.26)
that

(3.31) Znn = > Il whex)zh(n).

D1 E€H ext(v) 1€

Injecting (3.31) in (3.29) and iterating the procedure, we obtain (3.24). O
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3.4. REWRITING PARTITION FUNCTIONS. In order to obtain bounds on the contour
weights w/ (1) which are sufficient to prove (3.15), we have to use alternative ex-
pressions for the partition functions in order to facilitate the comparison between
2P +e(v) (v) and 2" (7). One of the objective is to get rid the positivity constraint for ¢.
Let us define for I' a finite subset of Z2,
K=K =Y exp(—BHA9),
peQt
and set

_ =+ 64/8
H(T) :=log 21" — |I| log(m)'

We introduce the partition functions z(7y), Z(7y) which corresponds to the model with-
out positivity constraint or interaction at level zero

(3.32) w) = Y eE@O . gy = N e EO)
9ESy.m] $€qln]

which, by translation invariance, do not depend on n. We consider the associated
probability distributions P? and P’ on Q[y,n] and Q[y,n].

Levma 3.8. — We have for anyn > 1
)= S e @ T @) e ),
PEQ[y,n
(3.33) [ml

_ on wle= (7N —F (6= (7
zZh(y) = Z e~BHE (9)+ule™ (2-)|-H(¢7}(2-)
¢€ﬁ['y,n]

where in the formula above u = uj, := h —log (e*? /(e* —1)). Alternatively we can

write
ZZ fy = f}/ EZ; [6u|¢ 1 (‘17_1(27))]7
—h nl ul¢ N Z_)|-H(¢~ (Z_
(334) Zn 7 = ’Y E’y [6 o I ))l{ﬂzGA;,d)(m):n}]’

2y B [erle ™ @)-F 0T @),

2

Proof. — The statement (3.33) can be proved in the same manner as [28, Lem. 3.1 &
Lem. 3.2], and (3.34) is an obvious consequence of it. O

It follows from the definition of H that if I' = Uie[[l,m]] I'; is the decomposition of I
into maximal connected components (in Z?) then

(3.35) HI)= Y H(I).

i€[1,m]

For our purpose we need in fact to estimate sharply the value of H only for connected
components of size one and two, and to have a rougher estimate for other connected
sets.
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Lemwva 3.9. We have for any two neighboring points x ~ y in Z>
— - 1— J4
(3.36) H{z}=0 and H{x,y}= log(?ﬂ).
For 8 sufficiently large, for all |T'| connected and larger than 2 we have
(3.37) 0< H(T) <2J3T).

Proof. — The equalities in (3.36) are the result of a direct computation whose details
are given in the proof of [28, Lem. 3.2]. For (3.37) the lower bound is a consequence
of the super-additivity of H (see also [28, Lem. 3.2]). For the upper bound we use
the expansion (3.12) to evaluate the partition function of SOS which corresponds to
weight function wg given in (3.10). We have

log 277 <log 2t 5 == Z wg(C).
ce2()

As (3.15) is valid for wg if § is sufficiently large, (3.16) implies that

(3.38) > wh(C) < |0 [2e7* + 0(e )],

cea(I)
which is sufficient to conclude. ]
3.5. PEAK PROBABILITIES. We recall here a result concerning the asymptotic proba-

bility of observing “peaks” of a given shape for ¢ under the measure P g. We provide
a result which is slightly more general than the one proposed in [28, Prop. 4.5]. Given
a finite set L of contour included in %}, and 3 > 0, we define Py, 4 g to be a measure
on 2, which can be sampled as follows.

(A) Sample a set of contours T according to the measure P;” (recall (3.10)).

(B) For each contour v € T sample independently a geometric variable k(v) satis-
fying P[k(y) = i] = [ws(7)] eIl

(C) Set (recall (3.2))

¢ =D O(yh())-

vET
Note that when L = % we have Py a3 = Pa g. The probability distribution Pg

=0 . .
and P7 defined below Equation (3.32) are also of the form Py, 5 5 for adequate choices
of L. This definition thus enables us us to treat measures which include special bound-
ary condition or contour restriction.

Prorosition 3.10. — If B is sufficiently large, then for any choice A, L and n and
any triple of distinct vertices (x,y,z) € A3 such that x ~ y ~ z we have
Py aglo(z) = n] <2e 4,
(3.39) Py plmin(6(z), 6(y)) > n] < 26797,
Ppra g[min(¢(z), 6(y), ¢(2)) >
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If we assume in addition that L contains the positive contour of length 4 enclosing x,

then
1

(3.40) Praglo(z) =n] > B e 4o,

If we assume that L contains the positive contour of length 6 enclosing x and y, then
. 1 _68n

(3.41) Py s s[min(¢(z), ¢(y) > n] > 5 e

The proof of (3.39) is identical to that of [28, Prop. 4.5]. The proofs of (3.40) and
(3.41) are detailed in Appendix A.3.

3.6. Mo~oronicity AND THE FKG INEQUALITY. The set Qp as well as its variants
(QX and others introduced later in the paper) are naturally equipped with an order
defined as follows:
< ¢ = VreAl, ¢(x) <P ().

Using this order we can define a notion of increasing function (f is increasing if
o < ¢ = f(p) < f(¢')) and of increasing event (A is increasing if the function 14 is).
We say that a probability measure p on Q, stochastically dominates another one '
(we write p 5= p') if for any increasing function f,

1(f(0)) = 1'(f(9)).
The FKG inequality allows us to say that if a probability measure p supported

on a subset of ) satisfies a certain condition, increasing functions are positively
correlated. For the inequality to be satisfied [25], we need the support of u to be a
distributive lattice, that is, to be stable over the operations V and A defined by

(91 V ¢2)(z) := max(¢1(x), pa(z)) and (¢1 A ¢2)(2) := min(dy (), p2(x)).

Moreover the probability considered needs to verify Holley’s condition [25, Eq. (7)],
(@1 V g2)p(d1 A ¢2) = (1) pu(g2)-

If this is satisfied then for any pair of increasing functions f and g we have

p(f()g(#)) = u(f(d)u(g(®)).

We obtain as immediate consequences of the FKG inequality, several stochastic
domination results. Given ¥ € Qy and A C Z2, B > 0 and h € R, we let ng

denote a measure defined on a subset ) C QF (recall (2.2)) which is a distribu-
tive lattice, with the probability of each state proportional to the Gibbs weight

exp(~B (#) + hlo~{0}]).
Cororrary 3.11. The following holds.

(i) For any increasing event A

BA
(ii) For any h' > h
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(iii) For any ¢’ > ¢
Sy h .k
Py =P
Proof. — The first point is immediate, for the other ones we simply have to notice that
exp((h — 1")|¢~{0}]) and exp(B(, (¢) — #Y ($))) are increasing functions. [

4. ORGANIZATION OF THE PROOF OF THEOREM 2.1

We start with a small notational remark. As our main result concerns the behavior
of the free energy close to hy(83), it is more convenient for us to work as in the
statement of Theorem 2.1 with the parameter « = h — h,,(8) than with h. Therefore
in most cases we work with all quantities defined as functions of w rather than h.
When h appear in a computation, we always assume that

h=hy = hy(B) + u.

4.1. CONTOUR STABILITY AND CONSEQUENCES. If we want (3.24) to yield information
about the free energy, we need the contour weights w¥(y) to be small, or more precisely
we want (3.15) to be satisfied. We say that a contour is n-stable for w if

(4.1) wh(y) < e” VAL

The most important part of our proof is to show that we can partition R, into
intervals ([u}; 1, uy,])n>0 (With the convention than ug = oo) in which all the contours
are n-stable. This result also plays a central role in our proof of Theorem 2.6.

Taeorem 4.1. — When B is sufficiently large, there exists a decreasing sequence
(uh)n>1 satisfying
1
0 € 5002, 2000742
= 1200
such that all contours are n stable for u € [u}; 1, uy].

We give a road-map for the proof of Theorem 4.1 in Section 4.2, by presenting the
main steps. The detailed proof is then given in Section 5.

Note that the n-stability of all contour implies that (3.15) is satisfied for w¥. Indeed,
a classical counting argument shows that for k¥ € N even and z* € (Z?)*

HyeC : [F|=k, ¥ ey} <8323

(starting from z* we have 2 choices for the sign, 4 choices for the first step, at most 3
for the other steps, and the last step is determined by the fact that « is a loop).

Thus combining Theorem 4.1 with the results introduced in Sections 3.2.2 and
3.2.3 we can derive consequences for the free energy and the measure PX}; These
consequences are detailed in Section 7. We state here two statements which are of
interest in the proof of Theorem 2.1 which are respectively proved in Sections 7.2
and 7.3. First, we obtain a result concerning the regularity of the free energy.
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Prorosition 4.2, The free energy u +— F(B,u) is infinitely differentiable on
(up i q,uy,) forn >0 for all n > 0. Moreover all derivatives of F(8,h) are uniformly
bounded on (u) q,uy,).

Secondly, we obtain an a priori bound on the derivative which, together with The-
orem B, leads to a sharp asymptotic estimate on the layering transition points ).

Prorosition 4.3. — Given 8 > By sufficiently large, there exists a constant such that
for every n and every u € (u},, 1, u)) (where by convention uf = +00) we have

1 _
EJQ” < 0,F(B,u) < 107",
In particular, ¥(B,u) is not differentiable at u,.
To conclude the proof of Theorem 2.1, we provide a proof of (2.8).

Proofof (2.8). — We make use of Theorem B. Recalling (2.7), Equation (2.5) implies
that for every w,v € [tp41, Up)

F(B,v) —F(B,u) = ay J*" (v — u) + o( J>").
By convexity, this implies that for § > 0, for all n sufficiently large we have
Vu € (ung1(1+0), un(l—9)), |0uF(B,u) — arJ?"| < 257"

In view of Proposition 4.3 and the of the fact that ay,as € [1/2,2] (cf. Proposi-
tion 3.10), we can conclude that for n sufficiently large

uy € [un(l = 68),u,(1+9)]. O
4.2. TRUNCATED WEIGHTS AND ROAD MAP TO THEOREM 4.1. Our first step is to prove
n-stability in a reduced intervals. We define for n > 1,
1
2 - 2
wh = 200042y = o T,

and also uf = co. And we prove the following.

Prorosition 4.4. — For all B sufficiently large every contour is n-stable for u €

[u:{+17 un]

Using this partial result, we can obtain a characterization of w;. This requires
introducing the notion of truncated weights and free energy (we follow here ideas
which were developed in [13]). We define the truncated weights w*" by

(4.2) wi () = max(e_(ﬁ_l)m,w;f(v)).

We define in the same manner

ECAEID D | (Rt

rex (A) ver
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and the corresponding free energy

=tr : nutr
F, (B,u):= lim gLy — .
(Bu):= Jm  lo ¥ ()
[OA/|A|—0

In view of (3.24), we have for every n and u

7t —

F, (B,u) S F(B,u),
and equality is achieved if and only if all contours are stable (the only if part of
the statement may appear less obvious, but as we do not use that fact in our proof,
we leave it as an exercise to the interested reader). In particular, a simple consequence
of Proposition 4.4 is the following.

CoroLLary 4.5. — For everyn > 0 and every u € [u;} 1, u, ], we have
Fpy (B,u) = F (B, u).

Another important observation, that as the weights w v) are continuous in u,
so are the weights w’ (C) assomated to clusters. Thus as the convergence (3.18) is
uniform, the function u — F. (3, u) is continuous for every n. Now, from Corollary 4.5,

utr(

we have for any n > 1
F (B,uy) = F(B,u,) > Fyl 1 (B,uy, ),
Fa_1 (B, ug) = F(B,uy) = B (B, ).
Using the continuity of [F¥_; — F¥](8,u) we define
(4.3) wh =min {v € [u,,ut] : FI_(B,u) = FI(B,u)}.

To complete the proof of Theorem 4.1, we need to extend the stability result to the
interval [uy,u); 4]

Prorosition 4.6. — For all 8 sufficiently large, every contour is n-stable for u €
* *

[un+17un]‘

Remark 4.7. The characterization of ) as a min in (4.3), is a bit arbitrary in

the sense that the only requirements of the proof are u € [u,, ,u;] and F* (8, u) =
FY(8,u). It does not mean however that there is any freedom in the choice of u%, as
further results imply that

{velug,uf] - Fiy(B,u) = Fy (B,u)} = {u}-
While the definition of the truncated potential also offers some degree of freedom,

a consequence of latter results is that the value of ), does not depend on the particular
choice which is made for truncation.

Proposition 4.4 turns out to be the more difficult statement as it requires quan-
titative estimates which prove to be quite technical. Its extension, Proposition 4.6,
is proved using softer arguments combining a monotonicity statement (Lemma 4.8
below) together with Lemma 3.4. For the proof of both Proposition 4.4 and Proposi-
tion 4.6, an important building brick is the following monotonicity consideration.
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Lemwva 4.8. For any n € N, we have:

(i) For any positive contour, u +— w¥(vy) is decreasing in u.
(ii) For any negative contour u — wk(7y) is increasing in u.

Remark 4.9. — As a consequence of the above statement for each contour, the proof
of Propositions 4.4 and 4.6 reduces to checking stability for one value of u which is
chosen to be an extremity of the interval (the right extremity for negative contour,
the left one for positive contour).

5. Proor or Turorem 4.1

In this section, we prove all the statements exposed in Section 4.1. We first prove
Lemma 4.8 in Section 5.1, while the other subsections are devoted to the proof of
Propositions 4.4 and 4.6. Our proof for the contour’s stability depends on the size of
the contour. This gives a utility to the following definition. Here and in the remainder
of the paper, Diam(y) denotes the Euclidean diameter of the geometric contour ¥
considered as a subset of R2.

Derintrion 5.1. A contour is said to be n-small if Diam(y) < |max(8,n)?].
A contour which is not small is said to be large.

The stability of small contours can relatively is proved directly “by hand” in Sec-
tion 5.2, using directly the estimates we have for the Solid-On-Solid measures. The
stability of large contours is proved in two steps. First, we restrict our proof to the
interval [u;, ;,u;,,] to prove Proposition 4.4. This is the most delicate part and it
spreads from Section 5.3 to Section 5.6 with the more technical computation post-
poned to Section 6. The last step of the proof of large contour stability is the extension
to the full interval [u}, ;,u"] to complete the proof of Proposition 4.6. This is done
in Section 5.7.

Note that whenever a contour is n-small we also have a bound on the enclosed
area, which we are to use in most computations:

(5.1) 7] < Diam(v)? < max(8, An)*.

5.1. Proor or LLEmma 4.8. Let us assume for simplicity that v is a positive contour
(the proof for the negative case being identical). We let P and f:’u be the respec-
tive probability on Q7 [y,n], and o [v,n] corresponding to the partition functions
z%() and Z¥ (), that is, (recall h = u + hy, (B))

n

P (¢) = e PGS ON g e O [y, ),

y Z%
(5.2) R,
Prt(g) i= e PR OO g e ¥y, )

Using these definitions, the reader can check that the logarithmic derivative of w ()
can be expressed in the following manner:

(5:3) A logwii(v) = EZ (g7 (0)]] = EJ " [l6 1 (0)])-

JE.P.— M., 2020, tome 7



WETTING AND LAYERING FOR SOS |1 29

As |¢71(0)| is a decreasing function of ¢, if we show that PZ*1* stochastically dom-
inates ?Z’u, then it implies that the r.h.s. in (5.3) is negative which concludes the
proof. Let us introduce the events

o ={Vre A, ¢(x)<n},
#={Vre A, ¢(r)=n+1}.

Observe that f:’u and P;L‘H’“ can both be defined as a conditioned variant of P™".
We have

P)" =Pl | @] and PITMU=PIU[.| 4.
Noting that Q% [y, n] is a distributive lattice, that < is a decreasing event and that £
is an increasing event we deduce from Corollary 3.11 that

PIY <P and P PITLY
which is sufficient to conclude.

5.2. StasiLity oF n-SmALL contours. — We prove the stability directly on a larger
interval for the parameter u, so that it can be used for both Propositions 4.4 and 4.6.
More precisely the main statement proved in this section is the following.

Prorosition 5.2, — For B sufficiently large, we have:

(i) Bvery positive n-small contour is n-stable for u = u, ;.
+

n -

(ii) Fvery negative n-small contour is n-stable for u = u

This proposition combined with Lemma 4.8 implies stability of positive and neg-
ative contours on the intervals [u,  ;,00) and (—o0,u, | respectively. Both intervals
include [w} ;,u;], which is sufficient for Proposition 4.6 and a fortiori for Proposi-
tion 4.4.

Proof. Here and a few other instances, we have to treat separately the cases where
level zero is involved: n = 0, v positive, and n = 1, v negative. We need to show that
when Diam(y) < 82 and 7 is positive we have

Considering the contribution of the ground state ¢ = 1, we have zg 3 (y) = el > 1.
On the other hand, setting h; = u] + hy(5), we have for § sufficiently large (recall
J = e 28

(5.4) 27 (7)< Y e B @Hh1T O

HEQ o _ = _
5 < ohi MQ%,[R < (6h1 (1+ 3J2))M < eIl < 6'154 <e

The third inequality is obtained by using (3.38). The fourth and fifth inequality use
(5.1) and are valid for 3 sufficiently large (note that hy, like h,(3) is of order J?).

+ i
Similar computations can be used to prove that z,* () < e and 2, () > 1.
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In all other cases (n > 1, v positive and n > 2, v negative) we can rewrite the ratio
of partition function, using (3.34) from Lemma 3.8. We obtain

Znre() (V) _ B0 [gule™ @)1 -H(6™ E-))]
Zh(Y)  Ej [ewo @ )-HETEL

n

(5.5) )
{3 xeA;,q&(w):n}]

As H is positive (recall (3.37)), using (5.1), we see that the numerator of the r.h.s.
satisfies
() [ulo ™ @) IH67 @] ¢ ol ¢ it

where n-smallness of 7y is used in the last inequality. Considering u being either equal
to u, ., or u; (depending on the value of e(v)) we conclude that provided f is
sufficiently large

(5.6) E;H—E(W) [GU\¢71(Z—)|—ﬁ(¢71(Z—))] <e.
For the denominator, considering only the contribution of the event
{¢€Qln,y] : Ve €7, ¢(x) 21},
we obtain that
nl ul¢g " HNZ_))—H(¢p N (Z_
(5.7) EI [e lo™ (Z-))—H (¢~ ( ))1{axeA;7¢(x)=n}]
> PY {3z € A7, ¢(z) =n}N{Vz €7, é(z) > 1].
Using (3.39) we obtain that for any zo € A7

(5.8) P7 EEXS A7, ¢(x) = n| > P2 [p(zo) =n] > 1— 4e=4P,
Using (3.40) we have
(5.9) Pl[Ere7,¢ Z Pl | < 2[7le 4P < antpreinP.
ey
Combining (5.7),(5.8) and (5.9), we obtain that for § sufficiently large
(5.10) ES [eulwl(Z*)‘_ﬁwil(Z*))1{3meA;,¢(z):n}] >e
and thus we conclude from (5.5), (5.6) and (5.10) that
) .
Zn(7)
5.3. LARGER CONTOURS: PRESENTING THE INDUCTION. — To prove the stability of larger

contour, we proceed with a double induction. A first induction based on the inclusion
order for contours, and a second one on the level n for which stability is tested.
To avoid any confusion, before going into the details of the proof, we provide the
structure of this inductive reasoning. For n > 0 and v a contour, we define the

property

P(n,v) = {

u:—&-l] if 6(’}/) = +a
’U,;:I lf E(FY) =

[the contour <y is stable at level n for u >
[the contour +y is stable at level n for u <
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and
P (7)== [ P(n,) is satisfied for all n > 0].

We are going to prove that &(vy) holds for every contour using an induction on +.
From Proposition 5.2, we know that Z(v) holds true when Diam(vy) < 8%, Thus we
only need to perform the induction step, which is proving () assuming that (")
holds for all contours 4" “included in 7" i.e., such that 7' C 7, ¥ # 7.

To prove Z(7) itself we use an induction on n. The direction of the induction

depends on the sign of v:

— if e(y) = — then we prove £ (n,~) assuming that &?(m, ) holds for all m < n—1,
foralln > 1,

— ife(y) = + then we prove & (n, ) assuming that &?(m, ) holds for all m > n+1,
for all n > 0.

The descending induction for positive contours works for positive contours because
we already know from Proposition 5.2 that Z?(,n) holds for n > 3~!y/Diam(y).
The ascending induction for negative contours is initiated for n = 1 (for which the
induction hypothesis “£2(m, ) holds for all m < 0” is empty).

In the remainder of the proof we always assume that n > 0 for v positive and
n > 1 for v negative. For readability we also adopt the following convention within
the proof

wb, =200 ife(y) = 4,

Uy = 55" 2 if e(y) = —.

(5.11) u=u(n,vy):= {
By Lemma 4.8 it is indeed sufficient to check stability for this value of u. It turns out
that the ratio z};, ) /7y is easier to work with than the quantity z} +e(y) /7w which

appears in the definition of wy. Thus our first task is to prove the following estimate.

Lemwva 5.5, If P(n+1,7) holds then we have, for u defined in (5.11)
E?L+6(7) ()

=n

Zu(7)

A consequence of this result is that to prove the n-stability of v we only need to
show that

w(7) < 2¢—BIAl

Su
(5.12) Fare) 1 sy
) 2
Proofof Lemma 5.3. — Let us assume for simplicity that v is a positive contour (the

adaptation for the negative case is straightforward). From the definition (3.25) of
QT [v,n] and ar [v,n] we have

21 (1) =2 () + e Pz o ().
Thus using Z(n + 1,7) and the fact that u;},, > u} ., ,, we have

wi(y) = e 2L )1 Lt (7)] < (14 e~ BDAN ARl 2ty -

n
ZU zu
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The strategy to prove (5.12) is to decompose Z*

n

() (7) according to the set of large
external contours present in the field ¢ € Q(n + €(v),v). Here and in the remainder
of the proof, large means n-large (diameter larger than 3%n?). Let us introduce some
notation to perform this decomposition. Let 7. (~,n) be the set of compatible
collections of large external contours and 733l (y n) be the set of compatible col-

ext

lections of small external contours (recall (3.30)):

%large(,y,n) ={I'; € 7ext(’>/) : V41 € Ty, Diam(yy) > n2ﬁ2}a

ext

At ™ (v,n) = {Ts € F exi(7) : V12 € Ty, Diam(qs) < n°5%},
where n22 is replaced by 32 when n = 0. We let 25" (v, n) and T (4, n)

ext ext

(5.13)

the subsets of 28 (y, n) and 503l (v, n) respectively which contains only positive
contours.

For Ty € K ox(7y), we let Ty and L(T';) denote respectively the set of Z? sites
enclosed by contours in I'y and the total length of the contours in I'y
(5.14) Tii= U 7, and LTy):= Y Al

v1€lM y1€T

Finally, we define Z%*mall[y T'; n] which corresponds to a partition function on the do-
main 7~ T';, which displays only n-small contours which are compatible with I'y U{~},

Zsmallly Ty ) = > IT e 72t ) ().
{Taegnall(y,n) : T2||T1} v2€l2

ext

Note that when m = 0, the contribution of I'y is non-zero only if T'y € 2T (4, n).

The aim of our decomposition procedure is to prove the following result.

Levmma 5.4. — Assuming that (') holds when ' C 7, 7' # 7, we have, for u
defined in (5.11)

zY u,small
(5.15) e 3 o~ -2y Zntey (0 T 1]
fruL (7) Z;t,small [’Y, Iy, n]

r e%large (,77,”)

ext

To conclude the proof of the result, we need two technical estimates to control the
sum in the r.h.s. of (5.15). The first one makes it possible to bounds the ratio

w,small m
(Zn-ig(i) /Z;;”s all)h’ I'y, n]

by a simpler quantity for which one can have a geometric intuition. It is proved in
Section 5.5.

Prorposition 5.5. — For f sufficiently large, we have, for any Ty € Ho8 (v, n) and u
defined in (5.11)

Zsfgzil)l [77 Iy, n] 1 3n+3)1= T By
< Lexp (I Tyl + (L) + A1) -

5.16 _
( ) Z;;,small [’Y) Fl) n] 2

The second estimate which leads to the conclusion is a control of the simplified
sum. We prove it in Section 5.6.
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Prorosition 5.6. We have for B sufficiently large for every n > 0

(5.17) Yo exp (=S NI - (B-3)L(I)) < L.
T1 €A (7,m)

Combining (5.15), (5.16)and (5.17), we deduce that

Zren() 1 S PRTIHG-9LI) %em

—u B D)
Zn(’}/) F1€<}i’large(’y)

ext

which ends our proof by induction (cf. (5.12)).

5.4. Proor or LEmma 5.4. — We split our reasoning into two lemmas, one providing
an upper bound on z;, . (7) and the other providing a lower bound on z7; (7).

Levva 5.7. — Assuming that P(v') holds whenever ' C v and ¥ # 7, for u defined
in (5.11) we have, when n+e(y) > 1

—u I I —(B=2)71| _u u,small
(518) Zn-‘ra('y)(,}/) < g < e (,3 2)71|zn(71)>Zn+5(7) [”y,th].
Iy etaree(y) €l

ext

Furthermore for n =1, e(y) = —1 we have

Zi(y) = Z < H eﬁﬁlzﬁ(’ﬂ))ZZf?E:l)lh’Fl,n].

Tieot e T () mel

ext

To conclude the proof of (5.15) we also need a lower bound for z¥(v), which is
provided by the following lemma.

Levma 5.8. For any Ty € J2%%(~), we have

ext

(5.19) ze(n) = [ #4n) 2z, Ty, .
y1€M

The inequality (5.15) is obtained combining (5.18) and (5.19).

Proofof Lemma 5.7. — We assume for notational simplicity that v is a positive con-
tour. Recalling Equation (3.31) and splitting the set I of external contour between
large (T'1) and small (T'y) contours we obtain

Zn (V) = Z H el |22+1+s(7/)(7/)

TV €2 et (v) V' EL’

— Z H 6_5"7”23“%(71)(%) Z H e_m%lzﬁ%(w)(w)

I Exlarge(»\/m,) y1€ {F2€%S"‘all("/,n) ‘D21 } ~2€T

ext ext

= H e_ﬁl’ylIZ;L:+1+E(,YI)(’yl)Z;lLvsman[’% Fl}
Y1€

To conclude, we need to check that

2t ey (1) < Mz ().
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This is of course obvious when e(y;) = —1. For positive contours on the other hand
we have
(5:20)  zpyo(m) = eﬁl%lwhl(’)’l)zgwrl(%)

<Ml ()2 (n) = Ml ()wi (1) 25 ().

Using the induction hypothesis, or more precisely 2 (n+1,71) (recall that u > u;} )
and Z(n,v1), we deduce from (5.20) that

Zga(n) < Mz (),

The same proof goes when e(y) = —1, if we restrict the sum to the set of positive
contours in the special case n = 1. O
Proofof Lemma3.8. — Instead of proving (5.19), we prove a stricter inequality where

the contours in I's are not required to be small, and which is valid for all 'y € 7ext(7)
(recall (3.30))

(5.21) ze() = [ #4m) > I e P2t o (2)
mnel {D2€H eyt () : T1||T2} 12€2

(in the case n = 0 only I'; with all contour positive give a contribution to the sum).
We shall show that the Lh.s. in (5.21) corresponds to the contribution to the sum
(3.26) of the set of ¢s whose external contours are either in I'; or compatible with I'y

o = {¢ € ﬁﬂ’y,n] VY € X(g), v/ |Tiory € Fl}.
To make our decomposition we use the notation
Tii(m) = {1 € 7o) ~ {m} = 711 €T}

Lo =T3(0) N U Tiilm).
y1€

Note that for ¢ € o we have I'1 1(71) C H# ext(71)- In analogy with (3.31), we can

thus write

Z e BA($)+h¢~1(0)]

peof
- 11 {eﬂlwlzmg(%)(%)jL 3 I 6ﬁv1,1lzz+g(m)]

vi€l T11€H oxt(y1) Y1.1€011
—BAz| yu
x ) [T e ™2 (02):
{erjcxt('y):l“lﬂlh}"ﬂeré

In each factor of the product over 7, the first term corresponds to the contribution
of ¢s for which v, is a contour. Finally recalling Equations (3.27) and (3.31) and

eiﬁhl‘zz'ﬁ‘f(’h)(vl) + Z H eiﬁhl'l‘zﬁ-‘rf("ﬂ,l)
D€ (y1) V1,160

=e Mzt () +Zh(m) = 24 (),
which yields (5.21). O
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5.5. Proor or Prorosition 5.5. To prove the inequality (5.16), we prove separately
bounds for the numerator and for the denominator. As for Proposition 5.2 we have
to treat separately the cases n = 1, v negative and n = 0, v positive, which we do in
Lemma 5.9. The general case is dealt with using Lemma 5.12. The proof of these two
results is technically involved, and for that reason, postponed to Section 6.

Levmva 5.9. — There exists a constant C (independent of ) such that for all j
sufficiently large for every every v with Diam(y) > 32, and every I'y € Ji’eftrge( 1),
h e [O,ZJQ], we have

log Z4 ™™™, 1y,1] < h+ J? +2J% +CJY),

1,
log Z&5™ ™ [y, T1,1] > |7 ~ (h+ 2J% +2J% — CJY) + (Al + L),
(5.22)
log ZiL7small[’)/, Fla (2.]2 + 4J3 _ CJ4) ,
1,
log ;™™ [, Ty, 1] | (272 +47° = CJ*) = S(A] + L(T0).

Remark 5.10. — Note that the inequalities of (5.22) also hold if [y,T'1, 1] is replaced
by [v,T1,0] because the associated notions of small contour are the same. The range
we have chosen for h is sufficient to treat the case of u = uli for 8 sufficiently large
as for these value we have h = J2 + O(J?).

To treat the other cases, we define Q*[m,~,T'1,n] to be the set of interface real-
izations naturally associated with the partition function Z%small[y T'; n]. We define
first €’[y,I'1,n] the set of contours which can appear in T,,(¢)

@[y,T1,n] == {72 €€ : 7, C7~T1, Diam(y2) < (nf)? and 72 | ({7} UT1)}.
We set
Qfm, 3, Tu,n] = {(6 s TNT1 = 2) « T54(9) € Gy, T, )
and ¢ =m + E%e’?m(qﬁ) <p%.},
and as usual

Q+[m7fy;Fl7n] = {¢ € Q[ma%rl,n] Vo Eﬁ\fla ¢($) = 0}

The condition ¢ =m + 3 5 5 (#) 7. corresponds to (3.4), and is violated when ¢

presents some level lines which surround holes in 7 ~. I';. With this definition, the
reader can check that (recall our convention h = u + hy, (8))

(5.23) Zusmallly Ty n] = > o~ B, (9)+hloT 0N
deQt[m,v,I'1,n]

We let P;’fiflman’” be the SOS measure restricted to Q[m, v, T, n]

n,sma 1 —BA" <
, 11(¢) — B (¢)

T
v,

- Zsmall[,)/’Fl’ ] ’
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where
Zsmall h’? Ty, n] — Z e—BﬁfWWifl ()
p€Q[m,y,I'1,n]
(again by translation invariance, the partition function does not depend on the bound-
ary condition m). We state a result which is similar to Lemma 3.8 and is useful in
our proofs.

Lemva 5.11. For anym > 1 and any v € € and 'y € z%/larg()(’y)

ext

— S £ m,small,n [ u|lep™ (Z_)|—H (¢~ ) (Z_
Zg:{bmdll[’y,].—‘l,n} =medn[’y,rl,n]E,Y’iﬂ1 11, [6 [~ (Z)|—-H (¢~ )(Z )]

Proof. — We have to show that
m -1 TT(4—1
Zusmallly D p) = Z o P, (@) Fule™ (Z)|-H(¢™ (Z-))
Qt[m,y,I'1,n]

The proof can be adapted from that of [28, Lem. 3.1]. The sum over all the possible
options for the negative parts of ¢ cancels the term H and changes u into h, so that
one recovers (5.23). The key observation to check that the proof adapts is that the
contour restriction does not bring any constraint on the choice of ¢_ = max(0, —¢)
once ¢p~1(Z_) is fixed. This is the case because the contour restriction forces the
diameter of maximal connected components of ¢~!(Z_) to be smaller than (4n)?. O

As a consequence of Lemma 5.11, when neither n nor n + £(+y) are zero, the log of
the estimated ratio can be rewritten in the following form

'Zf:?yl)l h/’ Iy, n] n+e(vy),small,n R/ H¢~ Yz
(524) log<Z“bma”[[‘]> = IOg 1’3,y r 7),small, [€u|¢ (Z-)|=H(¢~")( 7)]
n’ v, L1, n w

n,small,n [ uleg~ Y (Z_)|—H(¢d ) (Z_
~ log Bl [l G- F6T )

We need the following statements

Lemva 5.12. The following estimates hold:
(i) For positive v and u as in (5.11)

log E:}ll’sman’" [e“'wl(Z*)'*ﬁ(‘z’_l)(Z’)] < [\ Ty|2ug?" 2,
(ii) For arbitrary v and u as in (5.11)
(5.25) logE:,?mall,n[eu\¢—1(z,)|fﬁ(¢>—1)(z,)]
- /1 1,
> 7~ Tl (u = 407%%) — 2 (] + L(T1))
(iii) For negative v and u as in (5.11)
lOg E:}l,small,n [eu\qb*l(Z,ﬂfﬁ(q&’l)(Zf)]
N - 1 1 _
< NIl (4us2070 — 205 + 2 (5] + L(TL))
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Proof'of Proposition 5.5. . We start with the case of positive contour with n = 0.
Using Lemma 5.9 we have

Zu,small .1

10g< 2small[’y’ - ]

Zo T ]

Recall now (cf. (5.11)) that we are interested in the case
48

_ + _ e 3
h = he(8) +uf = log(rﬂ — 1) + 2003,

- .
) SN 4277 2070 = h) + 5 (B + L(T))

hence we obtain

Zu,smallh/ Fl 1} . ) 1
log(w><\F I+ (|5 + L(Ty)).
Sy ) € TANTIP 4 5 (Al + L)
We let the reader check that similarly for negative contours and v = uj we have
Zu,small[’y Fl 1} B 1
log(o”> <A~ + = (7] + L(TY)).
Zlu,snrlall[’y’]-—117 1} | 1| 2 (‘ | ( 1))

Let us now treat the case of a positive contour for n > 1. Using (5.24) and Lemma 5.12,
we have for u = u}; (recall(5.11))

u,small
(L5 D]
Z;f,small [77 F17 7’L]

1 . 1,
<7 Tl w2022 = 2027) 4+ 40742 4 2 (5] + L))

1 1,
< |7 N T1](40J37F3 — ZuJ?") + 5(|7| + L(TY)).
Recalling now (5.11), we obtain the result by observing that

40J°+3 — iuz IRPALENENACas

In a similar manner in the case of negative contour and n > 2 we have as a consequence
of Lemma 5.12 (ii)—(iii), for S sufficiently large,
: 1l
= iA
Z;lhsmall [73 Fla TL]

and we conclude by observing that

B I NS BN
) < \7\F1|(4u,]2( n_ =) )+§(W|+L(F1))

4u7J2(n71) _ ljg’n < _J3n+3
n 5 ~ ’
so that (5.16) is satisfied in all cases. O

5.6. Proor or Prorosition 5.6. We can relax for this proof the notion of compat-
ibility, meaning we consider the sum over a superset of J£.2%°(~, n). We consider, in
this section only, that two contours are externally compatible if ¥ N5 = @. Adding
a factor 2 to take the sign into account (that is replacing each factor e~ (B=3)Ml by
2= (A=3)1Ml in (5.17)), we choose to consider geometric contours instead of signed

contours (and use 7, to denote the interior of 77).
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Our proof works by induction and leads us to consider sets of external contour in
a general domain A C Z? which are not necessarily simply connected. We use, in this
section only, the notation I' and -y instead of I'; and ;. We maintain that all contours
must satisfy 7 C A and thus cannot surround holes.

We let Z2%°(A, n) denote the set of collections of externally compatible n-large
geometric contours with the above mentioned notion of compatibility. The result
(5.17) will follow (provided that e=4(8/2) > 2¢=4(F=3)) if we can prove that for every

ACZ?

(5.26) Z e—J3"+3|A\fl—(ﬁ/2)L(f) <1,
Testaree(p)

ext

where L(f) and T are the length and area associated with I defined in analogy with
(5.14). We prove a more general version of the statement.

Prorosition 5.13. For any finite domain in A and any £ > 4 we have
(5.27) Z o2 “IANT |~ (8/2)L(T) <1,
Tetth(A)

where %/ZI(A) denote the set of collections of externally compatible geometric con-

tours with length larger than 2£.

If we apply this proposition for ¢ = n2?32, (5.27) implies (5.26) provided that
28 < J3"+3  which is valid for every n > 1 provided that § is sufficiently large
(we have also 275" < J3 to cover the case n = 0).

Proof. — We prove the result by induction on £. We let a1l

ext

(A) be the set of collection
externally compatible of geometric contours with length equal to 2¢. The key step
consists in proving that

(5.28) Z 672"\A\f\7(ﬁ/2)L(1~‘) < 6724”1)\1\\?\.
Texl, (A)
Let us show how (5.27) is deduced from (5.28). First let us observe that (5.27) is
obviously satisfied when £ is larger than the total number of edges in A. Hence we
can proceed by descending induction, assuming that the statement is valid for ¢ + 1
and proving it for 4.
Obviously T' € #..1 (A) can be written in the form T'; UT where T'; € ﬁZHH(A)

ext ext
and I'y € #L (A~ T). Hence

ext
3 o~ 2 {IANT ,—(8/2) L(T1)
D€ At (A) _ o ~
_ Z o—(B/2)L(T1) Z o~ 2 I(ANT1)NT2 | ,—(8/2) L(T2)
Dex T m) Tre %, (ANTh)

— T, —o— &+ T
< S e AT

Tye XS 50T ()
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where in the first inequality we use (5.28) for the domain A \ T'; and in the second
one the induction hypothesis.

Let us now prove (5.28). We have to distinguish between two sorts of contributions,
according to the number of contours. Let us first consider the contribution where
the number of contours is smaller than m := ||A|¢~2|. Keeping in mind that, from
isoperimetric inequalities, a contour encloses at most (£/2)? sites, we have

A\f}A—€22m>§A
4

and hence
) =2 “IANTI=(8/2)L(E) ¢ exp(_gg—(unw) S LD,
{Te AL (A): #T<m} Text,(A)

Now, for each site z € Z2, we let ¢t (z,A) denote the set of geometric contour longer
than 2¢ such that 7 C A, for which z is the smallest vertex in 7 for the lexicographical
order. We write () for the set corresponding to A = Z2. We have

IR | (1+ 5 e—[ﬁ) < (14 £2°(0)e—7),
Te L (A) z€A et (x,A)

ext

where the first inequality is obtained by summing over all collections of contours
instead of externally compatible ones and the second one by extending the sum to
¢t (z) and using translation invariance. Using the fact that, by a standard counting
argument, we have that, for g sufficiently large,

#?E(O)ei’{% < 9@6752 < 6752/2’
which implies in particular that, provided g is sufficiently large,

(5.29) Z o2 “IANT| o= (8/2)L(T)
{TEHL(A) : #T<m})

< exp(|A| (e—(,é’/Q)Z — 22*“*1))) < exp(—ZQ*(Hl)\M).

Now, concerning the contribution of collections of cardinality larger than m, we neglect
the penalty for uncovered area

3 e~ 2 IMNTI = (B/2)L(T) ¢ 3 e~ (B/2L(T)
{TerL (A): #T>m} {TerL (A): #T>m}

To estimate the sum in the r.h.s. we consider that if #IN“ = k then to select k
contours, we must first choose k vertices to be the minimal (for the lexicographical
order) vertices enclosed by each contour (there are (‘2') < (e|A|/k)" ways to do this)
and then ignoring further compatibility conditions, consider that for each vertex, there
are at most 9¢ eligible contours of length ¢. Thus we obtain that for 3 sufficiently large
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we have
(5.30) 3 e~ (B/DLE) ¢ 3 eﬁk[(|A>9M < 3 eI (o] A1)
k
{TexL, (A): #T>m} k>m k>m
< 3 (e BUDFRY < T B PN/ o (B/) min(EIA/0)

k>m k>m
Overall, combining (5.29) and (5.30) we obtain that

T L= AT

Fe Ak (A
W < exp(—§2‘“+”\/\|>1{ 1y + 2e B/ minGIA/O e=2 “TVIAl

4 mz X I
where to check the last inequality we have to check separately the cases m > 1 and
m = 0. O

5.7. TaE LARGE cONTOUR cask FOR Prorosition 4.6. — We conclude this section by
extending the stability result on a larger interval. This can be treated in a relatively
simple fashion by induction if we rely on cluster expansion estimates (Lemma 3.4).

We only have to check the stability for large contours since that of small contours
has been checked in Proposition 5.2. The proof works using the same induction as for
Proposition 4.4. We define the property

upga] ife(y) =+,
uy | ife(y) =-—.

[the contour <y is stable at level n for

(>
P(n,7y) == ]
[the contour <y is stable at level n for u <
and
P () = [P(n,7) is satisfied for all n > 0].

As for Proposition 4.4, we need to prove & (n, ) assuming Z(n+¢e(y),7) and L(y')
for ¥ C 7,5 #7. After fixing n and v we assume below that

u = wln. ) = uy g ife(y) =+,
(5.31) — u(n, ) {u O

n

Using Lemma 5.3 (or rather its proof) we can reduce ourselves to proving

Zntet) L
< _ ’Y|.
7 (M) <5e

By induction hypothesis, all contours involved in the partition function z, +8(7)(7),
U

Zw(7) are stable for u as in (5.31). Recalling the definition for the truncated potential

n

(4.2) and the definitions of Section 3.2.2, this stability implies that
Zh ey = Z[vwpt )] and Zh(v) = Z [y, wipt].
As the truncated potentials satisfy (3.15), Lemma 3.4 enables us to deduce that
‘ logzg-‘re(’y) (7) - |V|F:Lr+5(7) (/87 ’LL)‘ < ‘§|/47
[log Z; (7) — ¥, (B, w)| < [31/4.
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Using the definition of uy ,; or u; (depending on the sign of the contour) we have

Fyy o) (Byu) = Fi (B, u) and thus we can deduce that

Znte(y) -
——2(v) <exp(|7]/2).

Zn

6. ESTIMATES FOR RESTRICTED PARTITION FUNCTIONS: PROOF oF LEMmA 5.9
AND D.12

In this section we prove the two remaining technical lemmas from Section 5.5, and
fully complete the proof of Theorem 4.1.

6.1. Proor or LEmma 5.9. — We first prove upper bound results which are easier. The
idea is to write a contour decomposition and to relax the compatibility assumption
in the sum to obtain an upper bound. Let us start with the case of zero boundary
condition. Recall that

u,small L h|~7~T; Ul — 8|7
Z [v,T1,1] := E AT 1UT: | H e ﬁl"yz\zﬂlt(%)7
{Toe 2t (4 1) : T T } ¥2€T2

ext

where (recall (5.13))
%small,+(,y’ 1) _ {1—12 c %small(77 1) : V")/ c F27€(’Y2) = +}

xt ext
To obtain an upper bound, we replace the first exponential term by ehW\i', and
mall,+,1
N
without imposing any compatibility condition. The sum factorizes and we obtain

Zg,small[fy’ Fl, 1] < ehW\fﬂ H (1 + 675|72|21u(72))

gsmall 4,1
F~T1

we let the sum range over all collections of small positive 1-small contours ‘ﬁ;

Y2€

Now, given x € Z2, we let €™+ he the set of positive small contours 7o for
which x is the minimal point in 7, for the lexicographical order. We have

Z log (1 + e 172121 (1,)) < Z Z log (1 + e 172121 (1,))

"/26%;“‘%11’+’1 xe‘ﬁ\fl‘,)/ze(g‘:mall,«}.l
S~
~ —B|72| ,u
= [y~ Ty Z log(1+e Bzl (72)),
v e(gcs)nlall,-h 1

because the right hand side includes all the terms of the left hand side, plus a few
extra contours that are not contained in 7 \. T';. We observe that

# () =(1-J3)7" when 7, = {z},
(6.1)  {2(e) = (1= J%) 1+ ) (1= J) when7, = oy} with z ~ g,
21 (ye) < e for other small contours.

For the first two lines, the full computation is performed in [28, Proof of Lem. 3.2] and
the last one can be derived like (5.4). Noting that in €3™*" ! there is one contour
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of length 4 and two of length 6, we obtained that

Z log(l—i-e_ﬁl:’z'zi‘(wg)) < JP+ 273 4 0T,

2 e(gsxnall,Jr,l
4

where the term C.J# includes the contribution of all contours of length 8 or more.
For the case of boundary condition equal to one we observe similarly that

u,small — B~ u
Zl [’73 Fla 1] < H (1 +e 6|’Y2|Zl+5(72)(72))a

small, 1

Y2 EECE

where %;m%n’l denote the set of 1-small contours in 7\ T'y. Similarly to (6.1), one can
N
check that (recall h < 2.J?)

{Zﬁem)(w <1+CJ? when L(32) <6,

zi(ye) <e for other small contours ,

and the results follows as for zero boundary condition case.
We obtain the lower bound results by restricting our sums to contours of length 4
and 6. We set

(6.2) €5 (v,T1):={2 : e(y2) =+, [32| <6, ¥, C¥~T1, d(y2, {7} UTL1) > 0},

where d(v2, {7y} NT'1) denotes the minimal distance between the geometric contours 7,
and those in the set {7}UI';. This condition ensures in particular compatibility. We set

v(ys) = e—ﬁl?z\—h\%lz%(w).
‘We obtain

(6.3) Zg,sman[%rhl] > eh7~T1l Z H U(W)l{wge%**(%m)}
{DaeSn® Tl (y) s Doy } 12ED2

=: M Tl Z[y, € (4, T1)].

We can apply cluster expansion results for the relation of external compatibility with
the weights being given by v (see Remark 3.3). We set for C C €T (v,T')

(6.4) v(C) = Y (—1)BHICl0g Z[v, B,
BcCC

where Z[v, B] is defined as Z[v, 4% (,I'1)] in (6.3) but with the indicator 1;,,cB}.
We let Z7(,T'1) denote the set of clusters associated with external compatibility in
€T (v,T1) that is C C €% (v,'1) is in ZF (¥ \ Ty) if (recall (3.11))

YBCC, BJC-B,
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where B }f C is the negation of B || C. After observing that v#(C) = 0 for C ¢
Z* (7 ~T1) we obtain

(6.5) log Z[v,¢*tv,I'1)] = Z vf(C)
{Cez+(7~T1)}
.Y o- Y ol
{Cea+ (v.T1): L(C)<6} {Cea* (v.T1): L(C)>8}

Note that the clusters in the first sum in (6.5) consist in only one contour. Using (6.1)
again, and the assumption h < J?, the reader can check that for some appropriate
constant C' we have

J2—CJ4,  ify, = {x},
(6.6)  v({72}) =log(1+v() =4, P :

J—CJ*, it ¥, = {x,y} with z ~ y.
We let the reader check that the number of contours of length 4 and 6 in €* % (v, T)
satisfies

#{r €€ (v, T1) « [F2l =4} > 7 Tl = (Al + L(T)),

#{r2 € €7 (7, T1) = ol = 6} = 2[5 N T1| = 6(|7] + L(T'1)),
the second term being caused by boundary effects. Hence we have for 8 sufficiently
large
(6.7) 3 V() > [N Tul(J? +2° — %) — (L) + ),

{CeZz+(7.T1): L(C)<6}
where the second term is present to account for the fact that the number of contours
is not exactly proportional to the volume [§ \ T']|.
To control the second term in (6.5), we use Theorem C for external compatibility
with
a(y2) = [Y2| and d(v2) = (8 — 5)[7al-
In that case, (3.13) holds and one deduces from (3.14) that
) 0™(C)| < CIUF T4,
{Cez+(7,I'1): L(C)>8}

which, together with (6.7), yields

_ 1
log Z[v, ¢ * (v, T1)] 2 [F N T |(J* +2J° = C"J%) — 5 (LT + D),

and leads to the conclusion (recall (6.3)).
For the case with boundary condition equal to one, we have

u,small —Bl7.| _u
(68) Zl [’Yvrla 1] = E H € B‘A/Z|Zl+s('yg)(72)'
{Taepsmall(y,1): T ||T2} 72€T2

ext
The same argument as the one used at level 0 makes it possible to obtain a lower
bound. Restricting the sum to 5 € €*(v,T'1), where

%*(V’FI) = {72 : ‘?2| < 67 72 C i\flv d(727{7} Url) > O}a
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and setting
V' (72) = e_ﬁ|72‘zqf+a(72)(72)a
we have

,small
Zy [y, Ty, 1] > Z H V' (72)1 e (1,00}

{T2e ™1 () 1 To|Ty } 12€D2

We can then check (using the fact that h < 2.J2) that (6.6) is satisfied for (v')® defined
as in Equation (6.4) and conclude in a similar manner (the coefficient are multiplied
by two because €*(v,I'1) contains twice as many contours). a

6.2. Proor or LEmma 5.12. — We start our proof with the lower bounds which are
easier to achieve since they are a consequence of Jensen’s inequality. The upper bound
results require a more delicate analysis and are treated afterward.

6.2.1. Lower bounds, the proof of (ii). From Jensen’s inequality, we have
log B 1 el T ENTHOHED] > Bt [l (20| - He™H2-))]

and thus Equation (5.25) can be deduced from the following inequality:
n,small,n — T —
ET [ulg™H(Z-)| - H(o™H(2-))]
— 1 _
> 7 Tl (Gus® — 4075 = 3u(F] + L(T),
provided that u < 1/12. We are going to bound terms separately and to show that
n,small,n — 1 n (|— kol ~
EDel (o7 (20)]] > 377 (N Thl = 331 + L(T)),

(6.9) 7

Bl [H(g7 (20))] < 40737 < Thl.

The first inequality can directly be deduced from (3.40): the equality is valid as soon
as x is not constrained by the boundary condition, which might happen only if x lies
in A7 or in A; for 1 € T'1, hence the number of = such that (3.40) does not apply
is proportional to || + L(T'y).

Concerning the second line in (6.9), we let f;(¢) denote the number of points which
lie in a connected component of ¢~1(0) of size i or larger:

fil¢) :={z ey ~T1: IACH~Ty, A connected ; x € AVz € A, ¢(z) <0}

Using Lemma 3.9 (we observe (3.36) implies that H{x,y} < J?3 for 3 large), we obtain
that
— J3 2
(6.10) F(67(2-)) < 2 12(6) + 27 F2(0).
From Proposition 3.10, we have

EN @) < FNTid max  EXPmax(g(x), 6(y)) < 0] < 8T
{z,yey~T1:x~y}

Similarly we obtain also using Proposition 3.10

(6.11)  EM [ f3(¢)] < 187\ T4 e ED M max(6(2), ¢(y), ¢(2)) < 0]

'Y»Fl w~y~z} 'YaFl
< 36nJ4" < 36731,
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The coefficient 18 corresponds to the number of ways of choosing a connected set of
size three which contains a given x. Combining (6.10)—(6.11) we conclude that the
second inequality in (6.9) holds. O

6.2.2. Upper bounds-Proof of (i) and (iii). — The upper bound is a bit more delicate
since the proof relies on some decorrelation property of the measure P;’fiﬂsfnau’". We
are going to use the following technical statement, which ensures that the bounds
from Proposition 3.10 remain valid after conditioning to the realization of the field
outside a large ball. For the rest of the proof one sets r = 3n?32.

Levva 6.1. — We have for any m > 1, for all of ¢, and any x € ¥~ T'1, we have

szif:nall,n[d)(x) < 0 | ¢(z)7 ‘Z _ I‘ > T‘] < 2J2m

If moreover

(6.12) {z,y}n [M U( U A;)} -

y1€l

then

P;’f»rslrnau,n[min@(x),(/)(y)) <0; Vw e dz,y}, d(w) >0
| 6(2), |z — x| > T] > %Jﬁim'

The condition (6.12) is present to ensure that both ¢(z) and ¢(y) are allowed

1
to take negative value under P;"Fbma "

. The condition is sufficient but not always
necessary since only positive contours might prevent to have ¢(x) < m.

Let us now prove (i), which we choose to replace by a slightly more general state-
ment. For § sufficiently large one, for every n > 1, m > max(n — 1,1) and v < J",

we show that

(6.13) log E'Emalbn [evlo™ 2] < 5 Ty 302,
Recall that ¢, := 1(4, <0}- In order to control the effect of correlation we choose to

split ¥ \. T'; according to the value of |z/r| modulo 2. More precisely we split 7\ 'y
into squares of side-length r and regroup these squares into four collections so that
two squares in the same collection are never adjacent (see Figure 5). For i € [1,4],
2 € 72 we set

(6.14) Bi(z) ={wey~T1: |z;/r] = ;i) +22;, j=1,2 },

where «;(4) is the j-th digit in the dyadic development if s — 1.
We have from Hélder’s inequality

(6.15) (ETFTMM[ vl¢~ (2 )I P ZE?FTMM v e Zmegeim‘*w],
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Ficure 5. A contour « is represented together with the collection I'; of
large external contours inside it (with hatched interior). We split the set
7~ T'1 into squares of sidelength r, and attribute to each square a label
between 1 and 4 such that two squares with the same label are never
adjacent.

Using the fact that e® < 1+ eXz for 2 € [0, K] and Lemma 6.1, we obtain that for
each z € Z

Em,small,n

gl et Seem | g(y),y e U Ail2)]

< 1+4ve4w2E:f’;;“a“’”[ Y Gl dwye U Bil?)
TERB;(2) 2z

< 1+ 8ve®™” 2m 2, (2)).
Using this inequality iteratively and combining it with (6.15) we obtain that
log E:Tif?mUm [evltﬁ*l(Z—)l] < 2petvr’ J2m|7 T

The inequality (6.13) follows provided ™" < 3/2, which is the case under our as-
sumption provided § is sufficiently large.

Let us now turn to the more delicate case (iii). Using Cauchy-Schwartz inequality
we have

n—1,small o~ YN Z )| -H (¢~ (Z_))12

E' [eu‘ (Z)|-H(¢™ " ( ))]
n—1,small [ 2u|¢~ 1 (Z_ n—1,small[_ —2H (¢ (Z_

<EL [e ule™( )\]E%Fl [6 (6~ ( ))].

To evaluate the first term we can rely on (6.13) and conclude that
—1,small[ _2u|l¢p~ (Z_ 2(n—1
log E:J‘l s [e le=( )q < 6uJ2n=b),

The final step is to prove that
— 1 — .
log En—l,smallv[e—H(d’ 1(Z—))] < _1‘]3" (|7 Ty - 10 (|’Y| + L(Fl))) )

v,T'1
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As H is positive, this yields the same upper bound for the expectation of
e~2H(#7'(2-)) We set for A C Z? finite

G*(A) :=log EX,B [e‘ﬁ(¢7l[k’°°))].
Conditioning to the level set at level n — 1 we obtain

n—1l,smalln| —H(¢~ 1 (Z_
2T [em @]

n—1,small,n —G"—?2 ¢’1 —oo,n—2])1 _ 1,small,n | G™~ 2 ¢>*1 Z_
v, I'1 [e ( (moen=2] } - E"hFl [e ( ( ))]

We refer to [28, Eq.(6.7)] for details concerning the first equality, the second one
simply uses vertical translation invariance. Note that GF(A) = >, G¥(A;), as this
is the case for H (recall (3.35)), where (A;);cr is the decomposition into maximal
connected components of A. Note also that we have, according to [28, Lem. 6.2], for
B sufficiently large, for any pair of neighbors {z,y} in Z2,

J? - J* 1
n—2 o 3(n—2) < __ j3n=3
G ({z,y})—log(l 7 J >\ 2J .

Hence, setting

02 (3?) = 1{¢(m)<0 and the connected component of = in ¢~ (Z_) has size two}>

and ignoring the contribution to G"~2 of connected components of larger size (for
singletons, note that G*{z} = 0), we have

1
n—2¢,—1 3n—3
G HTE) < -GN )
zey~I'y
As we are going to use Lemma 6.1, we are going to consider the sum restricted to
A(y, Aq) = {Jc ey~TIy: d(m,A; U ( U Ajl)) > 2}.
v1€rM
Note that
Al Ar) = 7Tl = 10 (7] + L(T)) -

To conclude we thus need to prove that
(616) log E}y,}n{;alhn [6_(1/2)‘]3"73 > e 62(;&)} < %J?mlA'

We now choose to proceed as in the proof of (6.13) to deal with the correlation
between the variables d2(x). We set with the same notation as in (6.14) for ¢ € [1,4],
z € 72,

Bi(z) ={r e : |zj/r] =a;(i)+22;, j=1,2 }.
Note that from Lemma 6.1 (observe that, to have d2(z) = 1, there are four ways to
chose a neighbor of x for which the field is negative) we have

(6.17) E;S;*;a“’“{ > (@) | oy), v e Li Bi(2)| =275
rEB;i(z) #'#z
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Like for (6.15) we have from Holder’s inequalities

(618) (El,small,n [e—(1/4)(]3n73 ZzEA 52(m)] )4

ROt

4

3n—3

S H E’lvisl‘nllan’n [e_J Xen Xuem; (=) 62(“7)] .
=1

Using e™® < 1 — e Xz for z € [0, K] and (6.17), we obtain that for any 2 and 4

E;}Tau’n {67'13"*3 Yoem,(z) 92(7) | (y), ye U @l(zl)]
2 #z

_J3n—=34,2 o3, ,small,n
ST [ Y @) |y ye U &)
c€B,(2) ##z
<1 — T3 %B(2)].

Using this inequality to evaluate each term factor in the Lh.s of (6.18)

4

HE}Y:SFITaan |:6—JS’”73 >iez ZrE@%(Z) 62(x)i| < (1 o JSn)|A| ]

i=1
which in view of (6.18) concludes the proof of (6.16). O
Proofof Lemma 6.1. — We are going to show that the inequalities are valid when a

stronger conditioning is considered. We set
Clr,z) :={y € €|y, T1,m] : yN B(x,r/2) # &}

~

where B(z,¢) the Euclidean ball of center z radius £. We let €[r, x] be the correspond-
ing set of cylinders.

Conditioned to T, (¢) N (‘g[r, 2])® (the set of cylinders of ¢ which do not inter-
sect B(z,r/2)), which, due to smallness of contours, is a stronger conditioning than
(¢(2), |z — x| = r), the distribution of ¢ restricted to B(z,r/2) is of the type Pra g
described at the beginning of Section 3.5, where

L= {y; € ¢[r.a] : Vo2 € T(®) N (Er.a])’, 75 [ 2}
The results follows then by applying Proposition 3.10. O

7. 10 RST CONSEQUENCES OF THE CLUSTER EXPANSION CONVERGENCE

In this section, we exploit contour stability to obtain the convergence of Gibbs
measures PX% for appropriate values of h in Section 7.1. We also exploit the decay of
correlation to prove the regularity of the free energy in Section 7.2. Finally we close
the proof of Theorem 2.1 in Section 7.3 where we prove Proposition 4.3.

7.1. CoNVERGENCE OF THE G1BBS MEASURE. — In view of the results of Section 3.2, the
stability of the contour implies the convergence of some measure when the size of the
box grows. We need however some work to convert this result into a convergence result
for the SOS measure. The proof relies on the following observation: the distribution
of the set of external contour T¢*(¢) under PX}; is the same that the distribution
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of external contour for the measure }P’X}Z (this is simply a by-product of the proof of
Proposition 3.7, recall Equation (3.29)). The second observation is that, conditioned
to the set of external contours, the distribution of the field inside each contour is
independent from the rest and with an explicit distribution.

Prorosition 7.1. Let f and g be local functions Qoo — [0, 1] with respective sup-
ports A and B. For n > 0 and h € [h} 1, h}], we have for any simply connected
A, N C Z? which satisfies A C AN A" and d(A,A) < d(A,N'), there exists a positive
constant C' such that, for all B sufficiently large,

(7.1) [P F(0)] — PRS[F(9)]] < ClAleP/100dAN)

h
As a consequence the sequence of measure PX’ﬂ converges, when A exhausts Z2, to a
.. h . .
limit PZ’ which satisfies

(7.2) [EX5L(0)] =BG [£(4)]] < CJA|e®/1004AN,
Moreover for we have for all A and h € [h}, 1, h}],
(73)  [BRLLA(0)9(0)] — EYGIF(AIEREl9(0)]] < ClAfeP/1004AD),

A consequence of (7.2) is that the measure Eg’h is translation invariant. Note that
(7.1) ensures that the convergence of PXZ [f(#)] (which is a sequence of continuous

functions in h) is uniform in h € [}, h}] and thus it implies that Pg’h[f(gzﬁ)] is
continuous on that interval.

Proof. Similarly to Proposition 3.5, the proof of (7.2) amounts to evaluating total
variation distances for the distribution of ¢[4. We are going to show that in fact the
result can be obtained as a consequence of Proposition 3.5 and Theorem 4.1.

Firstly, we notice that conditionally on the set of external contour YT¢*(¢), the
conditional distribution of the field in 7 for v € Y*(¢) is independent of that in
A 7% and given by Pf‘/’h (recall (5.2)). Hence the distribution of ¢]4 is completely
determined by the set of external contours which intersect A (recall the definition
of €’} below (3.19)). For this reason one has

PR (GaE «) = PR (1€ o) 1v
<[PRE(C (9) N €4 € ) = PRI (T (@) N 64 € 2)llrv
<SP (YNE) € )~ Py (TN, € 2)lrv.
The second inequality is due to the fact that the Y is the same as that of Tt

the set of external contours associated with T under ]P’X:’. We can conclude using
Proposition 3.5 and Theorem 4.1. For the proof of (7.3), we condition the expectation
according to the realization of the set of external contours. Let us start by observing
that when Y (¢) N €y N6} = @, we have

(7.4) EVL(0)g(0) | YU @)] = BYEF(0) [ TS @B [9(0) | T (0)].
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Now, applying Proposition 3.5 for the distribution of T¢*(¢) (which is distributed

h ~
like the set of external contours under P'\) and for the functions f and g which are
the conditional expectations of f and g given the external set of contours, we obtain
that

B [BR 1) T OIBRla(0) | Y5 (0] ~ BRALS 0ERSla(6)]
< C| Afe~(F/100)d(A.B)

And we conclude by noticing that from (7.4) we have

ERLLF(0)9(0)] — BXs [EXALA(0) | T2 (0IER S [9(0) | T5(0)])|
<PLATSNG) NGy NGl = 2] < |Ale™ (B/24AB),

where in the last inequality we used (A.1). O

7.2. EXPONENTIAL DECAY FOR URSELL FUNCTION AND PROOF OF PROPOSITION 4.2

The fact that exponential decay of correlation implies differentiability relies on a
well established theory exposed e.g. in [19] in the case of the Ising model. The argu-
ment displayed in [19] adapts verbatim to our problem. For the sake of completeness,
we provide here the main steps.

In order to prove Proposition 4.2 we are going to show that for every h € [, ;, hy],
A C Z2, k > 1, there exists a constant C}, such that

(7.5) 0% (1og 23| < CalAl

Then using Arzela-Ascoli’s theorem, we can deduce from (7.5) that F(3, h) is infinitely
differentiable on (h},, , hy;) and that

. Lo n,h k
(7.6) ]\}E}noomah(loggj\,ﬁ) = O5F(B, h).
To prove (7.5), setting 0, := 1{4(z)=0}, We use the fact that

(7.7) Ohillog 2{5) = > ERGle...ids],

(z1,...,xp ) EAF

where EX% [04,5--.;0z,] denotes the k point truncated correlation function (or Ursell
function) defined by

CRACRINTAES SO PRI ) 410 ]
P pPez ieP
where the sum in & ranges over the set of partitions of [0, k], and |#?| denotes the
cardinal of the partition.
The identity (7.7) can be obtained by induction on k and is a particular case of
[19, Eq. (1.9)]. We can conclude by using some decay estimates for these correlation
functions.
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Prorosirion 7.2. For any k there exists a positive constant my such that for every
he (hy i,hy) and xq,...,x € A
EX:Z [511; cees 611@] < Cke_m,Cd(xl’m’wk)v
where
d(xy,...,xy) is the smallest cardinal of a connected Z* set containing {x1, ..., x1}.

To deduce that (7.5) holds, one only needs to check that we have
Z e—mkd(wl,.“,wk) < 0.

This is an obvious consequence of

k
1
d(xy,...,28) 2 12%3}13]1 |z — 24| > ﬁ; |1 — 4.

Proof of Proposition 7.2. — We can follow line by line the proof of [19, Lem. 3.1] where
we replace [19, Ass. (3.2)] by (7.3). O

7.3. Proor or ProrosiTion 4.3. Recalling Equations (7.6)—(7.7) for k = 1, we only
need to prove that for h € [h} ;,h};] we have

1 2n 1 n,h 2n
SRAES NEMB[ > 54 <277,
z€[1,N]
We can in fact prove the inequality holds for PX}; [¢(x) = 0], uniformly in A and z.

Let us start with the special case n = 0, for which the upper bound is trivial. For the
lower bound we apply (3.20) to w! and A = {x}, we obtain that

PXZ [p(z) =0] > ng [No contour in T, (¢) encloses z]
wh )
=P," [T N ‘5{’30} = @} = exp (— Z (wfl)T(C)>7
Ce2(A,z,2)
where
2(A{z},2):={C e 2(¢)r) : Iy C,z €7}.
The estimate (3.16) is then sufficient to conclude that
Yo lwhT©)l<1/2,
Ce2(A,z,9)
which is sufficient for our purpose.

When n > 1, we let g, be the unique external contour enclosing z whenever it
exists. As a vertex not enclose in any contour is by definition at level n we have

Eyilo@)=0= Y Pyj;b)=0;g =1

YEECN :TEY
= > PRI =PI [p(x) = 0],
YEECN TEY
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where in the last equality, we used that the conditional distribution of ¢ restricted to %
is given by P»" defined in (5.2). We are going to show that most of the contribution
to the sum is given by the negative contour 4>~ which satisfies ¥*~ = {x} (there are
two contours of length 4 such that © € 7 but v*~ is the only one which contributes
to the sum). More precisely we are going to show that for § sufficiently large and u
satisfying the assumption we have

(7.8) ‘PX;% [p(x) = 05 gy =7 ] — e | < Ce™ (u+ ).
and
(7.9) Do PREO@) =0; g =1] < Cem (D,

YEEN €T, 7|26

which yields a sharper result than required. For (7.8) using (3.20) for A = {z} again,
we obtain that

PL 5 =] =P TNy = 7]
= wp(y"7) exp (— > (wﬁ)T(C))
Ce2(Az {y*—})
where
Q(Av {$}7{,ya:,—}) = {C IS Q(%A N ,yx,—) :3veC,zeqo0or C L ,yx,—}.

We have
_ 674ﬁ 14 (6u71)6745n

14+ (eu—l)e—4,6’n—1 )

wy(Y77)
and as a consequence of (3.16),
> o) <ce
Ce2(Az,{v=~})

which is sufficient to yield (7.8).
For (7.9) first, let us notice that we can discard the contribution of contours longer
than 100n, because using a union bound and (A.1) we have

PX/:ug [Diam(gz) > 100n] < o~ (4n+2)8

For smaller contours, we need an estimate P2 [¢(z) = 0]. Recalling the definition of
P’ below (3.32) we have

B0 [§,eule ™ O1-H (@™ Z-))]
E’;“(”) [eu|¢*1(0)|—H(¢’1(Z—))]
S A
PO €5, 6(x) > 1)

where in the last inequality, we used Proposition 3.10 to estimate both the numerator
and the denominator. Now, using (A.1), one has

(7.11) P (g = 7] < whi(y) < e BV,

(7.10) P [p(x) = 0] =

< fe—4Bn+e()
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where the last inequality is a consequence of Proposition 5.2. Combining (7.10) and
(7.11) as well as a standard bound for the number of contours of a given length
enclosing = we find that

Py g = 1P [p(2) = 0]
YEECN: TET, |¥]>6, Diam(y)<100n
Cac D Y Rl ¢ g,
YEEN :TET, |§|26

which is sufficient to conclude the proof of (7.9). O

8. PROPERTIES OF GIBBS MEASURE: THE PROOF FOR |HEOREM 2.0

In this final section, we prove the remaining unproved statements from Theo-
rem 2.6. First in Section 8.1, we prove our statement concerning x-connectivity of
the level sets. Then in Section 8.2 we prove that there exists no Gibbs states for
h < hy(B). In Section 8.3, we identify the contact fraction for each Gibbs states
which has been obtained in Proposition 7.1. This yields in particular (2.10). In Sec-
tion 8.4 we identify the minimal Gibbs states, which is the one obtained by taking the
limit of zero boundary condition. In Section 8.5 we prove uniqueness of Gibbs states
at differentiability points, and in Section 8.6, we prove that at PZ’h: and Pgil’h:‘
are respectively the maximal and minimal Gibbs states corresponding to h} proving
(2.11).

8.1. PERCOLATIVE PROPERTIES OF LEVEL sETs. — Let us check that forall h € [h, b 1],
the random field ¢ percolates at level n under Pg’h. The external contour lines of ¢
under Pg’h can be obtained by considering the set of external contour of a sample of

Pn. In particular, this implies that almost surely there are no infinite contour lines.

As each maximal connected components of ¢~![n + 1,00) resp. ¢! (—oo,n — 1] is
enclosed in a positive contour resp. negative contour, this implies that they are all
finite. We can even prove using a union bound argument and Theorem 4.1 that the
diameter of the largest such component in a box of side-length N is of order log N).

Proving the existence of an infinite component for ¢~!(n) is more tricky, as some
points which are not enclosed by any contour can belong to finite clusters of ¢=*(n).
Now, our result will hold if we can prove that

8.1 R? < ~  has a unique unbounded connected component,
Y
YETS ()
where in the equation above, with a small abuse of notation, 5 denotes the closed
subset of R? enclosed by 7.
Our idea is to compare the set ext( sy ¥ With the occupied set of a Poisson
yexext(¢) T
Boolean percolation process [1, 23, 22]. We know that the set of external contours
under Pg’h can be obtained as a subset of a sample of P which itself is dominated
(e.g. by [28, Lem. 4.4]) by by a random collection of contours x where each contour  is
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present independently with probability w’(v)/(1 + w! (7)) < e AN (the inequality
being a consequence of Theorem 4.1).

We let the reader check that, for § sufficiently small, Uw€x7 is stochastically
dominated by a continuum percolation process, where obstacles are balls whose centers
are distributed according to a Poisson point process with intensity A\(8) = e™# and
whose radius are IID with standard exponential distribution (see e.g. [1, 23, 22] for a
more formal definition).

It has been proved that for A sufficiently small the vacant set for such a Boolean
percolation process percolates, and that the occupied set is only composed of bounded
connected components (a much stronger result is displayed in [1, Th. 1] with optimal
assumptions, but the statement we need can also be extracted from earlier works
e.g. [22, 23]). This proves (8.1) and concludes our reasoning. O

8.2. AsencE oF GiBBs STATE FOR h < hy(5). — As by the DLR relation a Gibbs
states can always be obtained as a limit of finite volume measures with random
boundary conditions, we know that the limit obtained with zero boundary condition
is, if finite, the minimal Gibbs state. We are going to prove the following result which
implies divergence of the distribution of ¢.

Prorosition 8.1, For 3 sufficiently large, for h < hy(3) we have for any x € Z?
and any K >0

lim P%? < K)=0.
AE%? A,,B(éb(x) )

Note that by monotonicity in h (Corollary 3.11), it is sufficient to check the state-
ment for h = h,,(8).

Proof. — Now, using the DLR relation for the neighborhood of z and the definition
of the measure, one obtains that for any k > 0 one has

R R
P (p(2) =k + 1| 0(y), y~2) < PR (0(2) =k + 1 6(y), y ~ 2).
This readily implies that for an explicit constant C (8, K) one has
P (¢(x) < K) < C(8, K)PL? (¢(z) = 0).
To conclude we just need to show that

. haw
(8.2) Jim, PP (g(z) = 0) = 0.

As a consequence of Theorem B and (2.3), we have
M 1 w
lim 5 > Py (6(x) = 0) = 0hr(B, hu(8)) = 0.

As, by monotonicity (Corollary 3.11), each term in the sum is larger than the limit
one wants to compute, we obtain (8.2). O
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8.3. IDENTIFYING THE CONTACT FRACTION: THE PROOF OF (2.10). Let us prove that for
any h € [h} 1, hy] we have
(8.3) P [p(x) = 0] = O,F(B, h),

where the derivative as to be understood as the derivative on the right for h = h},
and on the left for h = h’. We already know as a consequence of (7.6) that for
h € (h 1, hy) we have
. 1 n,h
(8.4) Jim o Y PRGle(x) = 0] = nF (B, h).
z€[1,N]?

Note that the statement can be extended to the boundary of the interval h €
{h}, 1, h%} using that the second derivative 9} log ZIT\L,% is uniformly bounded on the
interval [hy ,,, hy] (vecall (7.6)).

A consequence of the exponential decay of correlation (7.2) is that

(8.5) > Pii[o(z) = 0] - N2PE"[¢(x) = 0]| < CN,
z€[0,N]?

and thus (8.3) is deduced from the combination of (8.4) and (8.5).

8.4. LamIT WITH ZERO BOUNDARY CONDITION. — So far we have only shown the exis-
tence of translation invariant Gibbs measure and non-uniqueness at the phase tran-
sition points. To conclude we need an argument to show that they are the only one.

A first step is to show convergence of the measure when having zero boundary
condition to a translation invariant limit which has the right contact fraction. The
proof uses essentially the same idea as those to prove a similar result for wetting of
the harmonic crystal [21, §5].

Prorosition 8.2. For any h > hy,(8) the sequence of measure PZ’% converge to an

infinite volume limit which we call f’g We have for every x € 0
(8.6) P[g(z) = 0] = 9} F(B, D).

Proof. — A first observation is that P']\’% restricted to A C A increases stochastically
when A increases. This is a consequence of the DLR property (recall (2.9)) and Corol-
lary 3.11: for A’ D A the restriction PZ’,Oﬁ to A corresponds to Pf{\g with a random

boundary condition ¥ > 0 which thus dominates PX’%.
The sequence of measure is tight because, from Corollary 3.11, Pf{’% is dominated
by PX}; which converges. Hence we obtain the existence of the limit.

To prove the statement about the contact fraction, let us set n := f’g[gzﬁ(ﬂ) =0].
Note that, by monotonicity for any A and = € A, we have

PLblo(r) =01 > 1,
and hence (2.3) implies that, when the derivative exists,
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Given € > 0, using the definition of n we can choose K = K, sufficiently large which
satisfies

Pf[L—K,KF,ﬁ[QS(z) =0[<n+e.
By monotonicity we also have
PRblo(@) = 0] <n+e
for all z such that d(x,0AN) > K + 1. Hence we have
> Phslo(a) =0 K + )N + N*(n+e).
TEAN

Using (2.3) again, we conclude that 9,F (5, h) < n+¢ and thus obtain that (8.6) holds
at all differentiability points. To conclude, we remark that f’g[qb(O) = 0] being the
infimum (in N) of continuous non-decreasing function, it has to be right-continuous
at every point, from which we deduce that the results also hold where F is not differ-
entiable. ]

The next step is to show that the limit found above coincides with Pg’h.

Prorosition 8.3, For any h € [h}, 1, h}), we have
(8.7) Pl =P)".
Proof. — Because of the stochastic ordering induced by the boundary condition be-

fore taking the limit (recall Corollary 3.11), Pg’h stochastically dominates INDZ We can
thus consider a coupling Q of the two measures (the first marginal being distributed
like Pg’h and the second one like Pl}é) such that

VyGZz,qSl(y) >¢2(y)7 Qa.s.

We are going to show that we have in fact ¢1(y) = ¢2(y) with probability one, which
shows that the two marginal probabilities are equal. Now, by (8.3) and (8.6) the two
measures have the same contact fractions. Given x € Z2, using the DLR equation for
the neighborhood of x we have

B yms i (y)
bily) 4 Zk>1 e B yma |Gi(y) k[ |

(8.8) Qlei(r) =01 = Q| 55—

The reader can now check that the function on the right-hand side (let us denote it by
X(¢)) is strictly decreasing in ¢(y) for all y neighboring x. In particular our monotone
coupling implies that x(¢2) — x(¢1) = 0. As we have

(8.9) 0= Q[p2(z) = 0] — Qlp1(x) = 0] = Q [x(d2) — x(¢1)],

which implies x(¢2) = x(¢1) almost surely, and strict monotonicity implies in turn
that ¢2(y) = ¢1(y) with probability one for all neighbors of x. As « is arbitrary, the
statement is valid for all y € Z2, and this concludes the proof. |
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8.5. UN1QUENESS OF GIBBS STATES. The key point is to prove the following result.

Lemwva 8.4. If h is a differentiability point of F(5,h), then there is only one trans-
lation invariant, finite mean Gibbs state.

Proof. — Let v" be a translation invariant, finite mean Gibbs state. Let <$ be a
boundary condition sampled according to v" (but for practical reason we write 0"
for the distribution). Then the DLR equation implies that the law of ¢[5 under PX%
corresponds to the restriction of v". In particular, this implies that for any increasing
local function

~ h,o h,0
v (f(9) = 7" (BRGF(9) = BRI (9)).
Passing to the limit we conclude that v dominates the limit obtained with zero

boundary condition which has been identified in Lemma 8.3. Now, from translation
invariance we have

(3.10) Y (0a) = 0) = 3 'L [Z o }
TEAN

We are now going to prove that for every A’ € R we have
1 ~h h

This follows from the fact that convergence holds with zero boundary condition and
that the effect boundary conditions can be controlled via the following observation

[log 275 — log 24, 5| < B max |74 (68) — A (6)],

A3 (0) = AN (D < D b(x)
T€EOAN
We can conclude using the fact that from our assumptions 7" (3, coa g(ac)) < CN.
We now observe that (8.11) and convexity imply that the right hand side of (8.10)
converges to O,F(S,h), and thus that 7" and f’g have the same contact fraction.
Using the same trick as in the proof of Lemma 8.3 (recall (8.8)) we prove that the
two measures coincide. ]

8.6. STOCHASTIC SANDWICH AT ANGULAR POINTS: THE PROOF OF (2.11). Assume now
that h = h;. While the derivative of the free energy does not exist, the proof of
Lemma 8.4 still implies that

V" (¢(x) = 0) € [0, ¥(B, 1), 05 ¥ (B, b)),
and that v" stochastically dominates the Gibbs states obtained in the limit with 0
boundary condition which we know to be ngl’h.
A last thing to prove is that v" is dominated by P"’h Consider :5 being distributed

according to the measure v (we write D" ) and con51der the finite volume measure
corresponding to boundary condition n V gb max(n (;5).
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If we allow ¢(z) = oo and make the set Z, U {oo} compact, then any sequence of
measures is tight and thus admits a limit point. We consider v’ a limit point of the
following sequence of probability on Qy:

) 1 oh h,dVn
V()= 2N2 —2N 1 1) > PPN N2 5 (002 + ) seqong € )
yE[N—-N2 N2—-N]J?

Note that, by construction, »’ is translation invariant and dominates both v and
Pg’h. Moreover 1/ also satisfies the following version of the DLR equation (re-
call (2.9)): For every finite subset A of Z? and for every local bounded continuous
g:(Z4 U {oo})Z2 — R — in particular, the limit of ¢g(¢), when min,eca ¢(z) — oo,
exists and we call it g(oco) — then we have v/ almost surely

V' [9(¢) | ¢(x) = ¢(x),Va € OA]
fgw Y peat € —BAY @+ O if 4)(y) < oo for all y € OA,
g(oo) if ¥(y) = oo for some y € JA.

The statement is valid for every measure in the sequence for NV sufficiently large and
passes to the limit by continuity (see [21, Eq. (5.3)] for a similar argument).
Similarly to (8.11) we have

1. h nv¢>

and thus (2.3) implies readily that v/(¢(0) =
stochastic comparison v/(¢(0) = 0) < Pg’h(qﬁ( )

V'(¢(0) = 0) > 9, F(B, ).

To conclude, we need to prove that v/ = Pg’h. By stochastic domination, there

0) > 9, F(B,h) and hence as from
= 0), we conclude from (2.10) that

exists a coupling (¢1, ¢2) of the measures v and Pg’h, such that almost surely ¢ (x) >
¢2(x) for all . As we have {¢1(z) = 0} C {p2(z) = 0}, the fact that both events
have equal probability implies that almost surely

¢1 {0} = ¢, {0}.
In particular, we have
V(3z € 2% ¢(x) = 0) =Py Tz € 22, ¢(x) =0) =
Then, replicating the argument in [21, §5], we deduce that
V(Yo € 7%, ¢(x) < 00) = 1.

To conclude, we use the DLR relation in a neighborhood of x for v/ and Pg’h like in
Equation (8.8) to prove that the two measures coincide.
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APPENDIX. CLUSTER EXPANSION ESTIMATES

A.1. Proor or LEmma 3.4. — From the expression (3.18) and translation invariance

FlE(w) = > %wT(|C\).

xEW{CGQ:mf(1/2,1/2)€C}| |
In this sum, the coefficient of w”(|C|) for a cluster in 2(%,) is 1 while the other
clusters have a coefficient between zero and one. Thus we have

1Z [y, w] = [F[F(w)]] < > w’(|C)).
{Ce2~2(%,) :CN[7—(1/2,1/2)|#2}

we have

Note now that, for all clusters in the right hand side, there is at least one site in 7
that belongs to C. Thus, using translation invariance, given a fixed zj € (Z2)* we
have )
Zly,w] = R <F Y w"(C]) < 17
Ce2:zjeC
where the last inequality is valid for 3 sufficiently large as a consequence of (3.16). O

A.2. Proor or Prorosrtion 3.5. The second line of (3.22) can be deduced from the
first one by considering a sequence L’ that exhausts €. The first result corresponds to
evaluating the total variation distance between the respective distributions of T N %
under Py’ and P*, which is equal to

> (PE(rng,=T)-P (Yne,=0)),.
et (¢})
We set for this proof d := d(A, LC). We consider first the contribution to the above sum
of I" which contains a contour v of large diameter, that is, such that |Diam(y)| > d/3.

Simply using the fact that by Peierls argument (see e.g. [28, Lem. 4.4]) we have for
every

w(y)
Al PPy e Y| < ———.
We deduce from the assumption (3.15), summing over all possible such contours that
for 3 sufficiently large
PY(3v €Y, FNA#£ 2,7 > 2d/3) < |Ale P42,

Now, from the definition of d(A, Lc), if I does not contain a contour of large diameter
then all contours in it belongs to L and L. In that case we have, from (3.20)

PYL(YNéy=T)-PL(TNe,=0)),

— P}fj (T N CKA — F) e(ZC/GQ(L’,A,F) wT(C')*Zce,@(L,A,r) wT(C))+ _ 1]

And we can conclude provided that we can show that the difference in the exponential
is small. We notice that under the assumption that Diam(y) < d/3 for v € T we have

9(L,A,T)A2(L,AT) C 2.
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where A stands for the symmetric difference between sets and

21:={C : 3y, eE C7wegléré% |z —y| < d/3,we£r7133(672 lz — y*| > d},
where the existence of ~; is justified by the fact that C must contain a contour that
either is connected to I' (and the inequality follows from the assumption that contours
in I' have diameter smaller than d/3), or belong to € and that of 72 by the fact that
it must contain a contour in L A L’. This implies in any case that the diameter of C
is larger than d/2 so that L(C) > d and one can conclude using (3.16) that

> [w"(C)| < Cd?|Ale= P2 < C|Ale= P4,
Ce2;

where |A|d? gives a bound for the number of points at distance d/3 or less from A.

Let us now move to the proof of (3.23). This is simply a bound on the total variation
distance between the distribution ¥ N ¢’y 5 and what we obtain by considering the
product distribution of Y N4’ and T N €. We must prove

> (PE(GhopNT=T)-PE(@inT =%, ND)PL(6pNT =%5NT)),
TEX (€l p)
< |A‘6_Cﬁd(A’B).

A first step is to discard the possibility of having a contour that reaches the neigh-
borhood of both A and B. More precisely, using (A.1) one can check that if (3.15)
holds we have

PY (3y € TN, Diam(y) > d/4) < |A|ePHAB/3,

A2
(A-2) Py (37 ETN%;, min |z—y*< d/4) < |AlecBPUAB)/S,
z€A,y* ey

Now, if I' is such that I'; := ¢y NT" and I'y := €5 NT are disjoint, using (3.20), and
observing that 2(L, A,T;) U 2(L, B,T3) = 2(L,AUB,T)

(PE(€hup NT = T) — PE(€4 T = T)PE(ENT = ),

=PL(€hupNY =T) e(ZCGQ@VAYFl)ﬁQ(L,B,Fz) wT(C))+ - 1]
Now, if I does not include any contour of the type considered in (A.2),

(L, A,T1)N2(L,B,T}) C 2,,
where, using the notation d := d(A, B), we define

Dy ={Ce€2:3Jy,2e€C, emini |z —y| < d/4, max > 3d/4}.

A yET, TEA,YETY,

The existence of v, is justified by the fact that some contour in C must either be
connected with I'; or intersect A and that of «5 by the fact that some contour in C
must either be connected with I's or intersect B. This implies in particular that the

JE.P.— M., 2020, tome 7



WETTING AND LAYERING FOR SOS |1 61

diameter of C is larger then d/2, so that one must have L(C) > d and we can also
conclude using (3.16) that
> [w"(C)| < Cd®|Ale™PH? < C|Ale™. 0
Ce2,
A.3. Proor oF (3.40) anp (3.41). The proof is very similar to the one of the lower
bound for Proposition 4.3 displayed in Section 7.3. Let us only treat the case of (3.41)
as (3.40) is very similar.
We only need to consider the contribution of configuration for which the only
contour in %{’z’y} is given by the positive contour 7;': , of length 6 which encloses z
and y. Using the definition of Py, 5 3 we obtain that

Py, slmin(6(z), 6(y)) > n] > P [T NG,y =k, | e 00,
Applying (3.20) for the contour weight (3.10)
1
wg / ot _ T
Pp, [T NClawt = Vay| = ~o5 1 P (— Z w (C))
Ce2(L{zy}.{7iy})

The sum in the exponential can be seen to be small as a consequence of (3.16), and
this leads to the conclusion by choosing 3 sufficiently large.
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