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QUASINEUTRAL LIMIT OF
THE FEULER-POISSON SYSTEM FOR
TONS IN A DOMAIN WITH BOUNDARIES 11

BY Davip GEraRD-VARET, DANtEL HAN-KwaN & FrEDERIC ROoussET

Asstract. — In this paper, we study the quasineutral limit of the isothermal Euler-Poisson
equation for ions, in a domain with boundary. This is a follow-up to our previous work [5],
devoted to no-penetration as well as subsonic outflow boundary conditions. We focus here
on the case of supersonic outflow velocities. The structure of the boundary layers and the
stabilization mechanism are different.

Résumic (Limite quasineutre du systéme d’Euler-Poisson pour les ions dans un domaine &
bord II)

Dans cet article, nous étudions la limite quasineutre du systéme d’Euler-Poisson pour les
ions dans un domaine & bord. Il s’agit de la suite de notre travail précédent [5], qui était
consacré aux cas de conditions limites de type non-pénétration ou sortantes subsoniques. Nous
nous focalisons ici sur le cas des vitesses sortantes supersoniques. La structure des couches
limites ainsi que le mécanisme de stabilisation sont différents.
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1. INTRODUCTION

This work is about the quasineutral limit of the isothermal Euler-Poisson equation,
describing the dynamics of ions in a plasma. We focus on the role of the boundary of
the plasma domain, and the associated boundary layer. It complements our previous
work on the topic [5] (see also [4], [10]). We refer to the introduction of [5] for a
substantial bibliography on the quasineutral limit and related issues.

MATHEMATICAL SUBJECT CLASSIFICATION (2010). T6N20, 76X05.
Keyworps. — Isothermal Euler-Poisson equations, quasineutral limit, boundary layers, supersonic
boundary conditions.
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In the Euler-Poisson model, ions are described by their density n > 0 and their
velocity field u € R3, while electrons are assumed to follow a Mazwell-Boltzmann
law, i.e., their density is given by e~?, where ¢ denotes the electric potential. We
consider that the plasma is contained in the domain R? := {z = (y,z) € R* x R}
(vet, general domains can actually be considered, see [5, Section 5.1]). The isothermal
Euler-Poisson equation under study then reads, for (¢,z) € Rt x R'i,

Ogn + div(nu) = 0,
owu+u-Vu+T"Vin(n) = Vo,
E2Ap+e % =n,

Plzs=0 = Pu,

where € > 0 is loosely speaking the ratio between the Debye length of the plasma and
the typical length of observation. In all practical situations, it is a small parameter.
The parameter 7% > 0 is the temperature of the ions. We consider in this work the
case of supersonic outflow velocities. It means that we consider initial velocity fields
u(0) = (u1(0), uz(0),u3(0)) satisfying

u3(0ay70) < =V Tl

(1.1)

in which case no boundary condition is needed for the Euler system, since there are
only outgoing characteristics. On the other hand, we enforce a Dirichlet boundary
condition on the electric potential.

We also fix some constant reference state: nper > 0, tret = (0,0, wyes) With wyer < 0.
We set ¢p = ¢ + (¢ref)|13:07 with ¢ref = — ln(nref)a and ¢, € H* (R2)

We are interested in the behaviour of the solutions of (1.1) as € goes to 0, that is,
in the so-called quasineutral limit. We refer once again to the introduction of [5] for
an extensive discussion. The expected formal limit, obtained by taking directly € = 0,
is the isothermal Euler system:

{ On + div(nu) = 0,

(1.2) 4
Ou+u-Vu+ (T"+1)Vin(n) =0,

together with the neutrality relation n = e~?. With regards to this last relation and
the Dirichlet condition (1.1d) on ¢, one would like to impose the boundary condition
n|z5—0 = e~ ?. However, this condition is not a priori compatible with the hyperbolic
system (1.2), therefore we expect the formation of a boundary layer in the vicinity of
the boundary {x3 = 0}.

In our previous work [5], we have considered subsonic outflow velocities. In this
setting, a boundary condition on the normal velocity has to be added:

uU-n=1u.
In [5], we have notably focused on the non-penetration boundary condition (that is,

7 = 0), and we have also considered the subsonic case —vT? < 7w < 0.
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In this paper, we shall concentrate on the supersonic case

(1.3) uz(0,y,0) < —v/T% + 1.

We will comment briefly on the intermediate case —vT? + 1 < u3(0,y,0) < —vVT%,
see Section 1.2.

The supersonic condition (1.3) is usually called Bohm condition (or criterion),
while the boundary layer is usually referred to as the sheath in the physics literature.
It plays an important role in the study of confined plasmas: see for instance the book
of Lieberman and Lichtenberg [7, Chapter 6] and the review paper of Riemann [9].

1.1. MamN resurr. — The main result proved in this paper is the following Theorem.

Turorem 1. — Let (n% u%) be a solution to (1.2) such that (n° — nyep, u® — uper) €
C°([0,T], H*(RY)) with s large enough. We assume that

sup sup (ug(t,y, 0)+vVTi+ 1) <0

[0,T] yeR2
and that
(1.4) sup sup (|n0(t,y,0) — 7% + |uy(t, y, 0)|) < 4,
[OvT] yER2

for some sufficiently small 6. Then, there exists g > 0 such that for any e € (0,¢&p],
there exists a solution (n°,u®) to (1.1) also defined on [0,T)] such that

sup (|[n® — nOHL?(RE’r) + [lu® — U0HL2(R1)) = 0.

5

Furthermore, the rate of convergence is O(\/€).

Note that the supersonic condition forbids y ~ u3(t,y,0) to vanish at infinity:
more precisely, it behaves asymptotically in y like wyef, which necessarily satisfies
Wret < —V I+ 1.

The smallness condition (1.4) is used in particular to ensure the stability of a
boundary layer. The study of this boundary layer, which we build beforehand in
Theorem 2, is crucial in the proof of Theorem 1, though it does not appear explicitly.
We refer to Theorem 3 and Corollary 1 for more precise statements.

To prove Theorem 1 (and its refined version), we shall use a classical two-step
argument as in our previous work [5]. The first step is a consistency step where we
first build approximate solutions for (1.1) at a sufficiently high order, see Theorem 2.
In the second step we combine linear estimates and a continuation argument to deduce
the stability of those approximate solutions. The main differences compared to the
analysis of [5] are as follows.

(1) Contrary to [5], the existence of the sequence of approximate solutions is not
unconditional, and relies on the first part of the smallness assumption (1.4). Fur-
thermore, at the main order, compared to the subsonic case treated in [5], there is a
boundary layer for the third (i.e., the normal) component of the velocity.

JE.P. — M., 2014, tome 1
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(2) Because of this additional singular term, the linear estimates of [5] are not
relevant. Instead, we shall consider weighted estimates, inspired by the classical work
of Goodman [6]. The idea is to use the stabilizing effect of convection. In order to
obtain relevant energy estimates, we shall also borrow some ideas from a recent paper
of Nishibata, Ohnawa and Suzuki [8] on a related problem. Namely, this problem
is the stability of a special solution of the unscaled Euler-Poisson system, that is,
when ¢ = 1. Roughly, this special solution corresponds to the main order part of the
boundary layer constructed in Theorem 2, but without any y- or e-dependence. On
that topic, one can also refer to the previous work of Suzuki [11], as well as the works
of Ambroso, Méhats and Raviart [2], and Ambroso [1]).

Our analysis will combine three types of L? weighted estimates. In [5], only the
“physical” unweighted energy estimate was needed. This was due to the fact that the
physical energy, which is well adapted to symmetrize the singular term coming from
the Poisson equation in the quasineutral limit, was compatible with the structure of
the boundary layers. Here this is not the case and we have to use the stabilizing effect
of convection via the weights and other energy functionals in order to control the new
singular terms that arise.

1.2. Asour thE cask —VT7 +1 < u3(0,y,0) < —VT%. — We shall explain in this
very brief section how the intermediate case —vT7 +1 < u3(0,y,0) < —VT' can
be handled. In this regime, no boundary condition can be imposed when ¢ > 0,
but one boundary condition can (and actually must) be imposed when ¢ = 0,
that is, for system (1.2). We can notably endow (1.2) with the boundary condition
N|zs=0 = e~?. This additional boundary condition allows to satisfy the Dirichlet
condition ¢|;;—0 = ¢ in the limit &€ — 0, hence no boundary layer appears. Conver-
gence of solutions of (1.1) to the solution of (1.2) is in this context straightforward
to prove: one can build an accurate approximate solution of (1.1), whose first term
is the solution of (1.2). As explained before, this approximate solution will not
have any boundary layer part. Then, one can perform an energy estimate between
the approximate and exact solutions of (1.1) (with the same initial data) to show
convergence. In this way, we get

Prorosrrion 1. Let (n°,u®) be a solution to (1.2) with the condition n|,,—o = e~ %,
such that (n® — nyer, u® — urer) € CO([0,T), H*(R3)) with s large enough. We assume
that

sup sup (uo(t,y70)3 +VT?) <0, inf inf (uo(t,y70)3 +VTi+1) > 0.
[0,T] yeR? [0,T] yeR?

Then, there exists eg > 0 such that for any e € (0,&¢], there exists a solution (n,u®)
o (1.1) also defined on [0,T) such that

e .0 e _ Y

sup (||n8 - ”OHLOO(R?;) + [Ju® - u0||L°°(lR<3_)) m 0.

)

Furthermore, the rate of convergence is O(g).
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Note that we get convergence in L*° due to the absence of boundary layers. In the
setting of Theorem 1, boundary layers have to be included in order to describe the
asymptotic behavior in L> (see the refined version of the convergence in Corollary 1).

1.3. OVERVIEW AND CLASSIFICATION. — Summarizing the results obtained in [5] and in
the present paper, we obtain the following classification of outflow boundary condi-
tions for the study of the quasineutral limit of the Euler-Poisson equation.

Boundary condition Boundary condition Main order Stability result
for Euler-Poisson (1.1) for isothermal Euler (1.2)| boundary layer
(e >0) (e=0)
u-n=0& ¢=¢y u-n=20 Density [5, Theorem 2.1]
(characteristic) and Potential
u-n=uu<0&d=q¢
[a| < VT? u-n=1u Density [5, Section 5.2]
(non-characteristic) and Potential
¢ =
and initial datum s.t. n=e % No boundary layer| Proposition 1
VT +1 < u3(0,y,0) < —VT?
(non-characteristic)
=
and initial datum s.t. None Density, Potential Theorem 1
u3(0,y,0) < —VT* +1 and Velocity (under smallness
(non-characteristic) assumption (1.4))

The rest of the paper is now entirely devoted to the proof of Theorem 1 (more
precisely of the refined Theorem 3).

2. DERIVATION OF THE BOUNDARY LAYERS

We construct in this section accurate approximate solutions of the Euler-Poisson
system, of boundary layer type. They are expansions in powers of ¢, of the form:

K
(2.1)  (nastas @a) = Y& (n'(t,2),u'(t, @), ¢ (¢, @)
=0 K

+ Zai (Ni (t,y,x3/€), U (t,y,x3/¢) , B (t,y7x3/s)) ,
i=0

with K an arbitrarily large integer. These approximations split into two parts:

— a regular part, with coefficients (n’, u’, ¢') depending on (¢, x). This regular part
models the macroscopic behaviour of the solutions.

— a singular part, with coefficients (N¢, U, ®%) depending on the regular vari-
ables ¢,y, but also on a rescaled variable z = xz3/e € Ry. It models a boundary
layer correction, of size € near the boundary. Accordingly, we shall impose

(2.2) (N, U, @) — 0, asz — +o0.
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In order for the whole approximation ¢, to satisfy the proper Dirichlet condition, we
shall further impose

(23)  ¢"(t,y,0) + @°(t,y,0) = ¢p,  ¢'(t,,0) + P'(t,y,0) =0 foralli>1.
Note that, far away from the boundary, the term (n°, u°, ¢°) will drive the dynamics
of these approximate solutions, and will satisfy the quasineutral limit system:

{ On + div(nu) = 0,

(2.4) ‘
Ou+u-Vu+ (T"+1)Vin(n) =0,

together with the relation n® = e,
Our construction is summarized in the

Turorem 2. — There exists &g > 0 such that: for any K € N*, for any (nd,uQ) such
that inf nd > 0 satisfying the reqularity assumption
(2.5) (NS — Nref, UY — Uret) € H“(Ri_),
the Bohm condition
(2.6) supug g <0, (supugg))® > T +1,
and the smallness condition
9(y,0 9(y,0

(2.7) ¢+ inf In (M> > —dp, ¢c+ supln (M) < do,

yER? Nyef yER2 Nyef

one can find T > 0 and an expansion of type (2.1) with the following properties.
(i) (n°u®) is a solution to (2.4) with initial data (n9,ud), satisfying
(n° = N, u® — Urer) € C‘X’([O,T],H“’(Ri)).
Moreover, ¢° = —logn®.
(i) VI<i < K, (nl,'ul,{#) € C*>([0,T], H>*(RY)).
(iii) Y0 <@ < K, (N',U*,®") € C°°([0,T], Hy°.(R3)) and decays together with, its
derivatives uniformly exponentially in z.
(iv) Let us consider a solution (n®,uf,¢%) to (1.1) and define:
’I’L:nE—’I’La, u:ua_uaa ¢:¢E_¢a'
Then (n,u, @) satisfies the system of equations:

On + (ug +u) - Vn + ndiv(u + u,) + div(ngu) = &R,

atu+(ua+u).vu+u.vua+Ti( vn 7vna( n ))
na+n na na+n

=Voé+efR,,

(2.8)

E2Ap=n—e % (e~ 1) + efTIR,,
where Ry, Ry, Ry are remainders satisfying:

(2.9) sup ||[VSRn u¢
[0,T]

‘Lz(Ri) < 004870(37 Va= (Oél,ag,Oég) € N37 |Oé| <m,

with Cy, > 0 independent of €.
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The whole section is devoted to the proof of this theorem. As already said in the

introduction, the main difference with the boundary layer problem analyzed in [5] is
that the third component of U° does not vanish: the velocity field has a boundary layer
part of amplitude O(1). This modifies all the boundary layer equations, compared
to [5]. In particular, well-posedness is not unconditional anymore, which explains our
condition (2.7). In fact, the construction of the first boundary layer term only requires
a lower bound (first inequality in (2.7)), whereas the construction of the next terms
requires an additional upper bound. Moreover, the constant dq in this condition can be
made explicit: see Section 2.2. Let us finally point out that the regularity assumption
on the initial data (nd,u) can be easily lowered to H*, with s large enough.
2.1. Tue cascapk orF EQuations. — Plugging (2.1) in the Euler-Poisson system (1.1),
we formally derive a whole set of equations. The well-posedness of such equations will
be discussed in Section 2.2. For clarity of exposure, for any function f = f(t,z), we
denote by I'f the function (¢,y, z) — f(t,y,0).

(a) Away from the boundary, we find as expected that (n", u°) satisfies (2.4), plus
the neutrality relation ¢ = —In(n?). The local existence and uniqueness of (n°,u°),
starting from our supersonic data, will be stated rigorously in Section 2.2.

(b) In the boundary layer, with a Taylor expansion of the regular part of (2.1),
the third line of (1.1) yields

I'n® + N°
(2.10) 9200 = (n® + N) — =T’ +2%) — pyy0 (nr;o - e*‘bo),
n
whereas the first line yields
9. ((Tn® + N%)(I'u§ + US)) = 0.
Taking into account (2.2), we obtain
(2.11) (T'n® + NO)(Twd + UY) = Tn° T'u.
We then consider the vertical component of the momentum equation in (1.1). This
gives
(Tul + UNO, UL 4+ T, In(T'n’® + N°) = 9,0°.
We can integrate in z, and use (2.2) again to obtain
1 ) 1 )
5(Fug +UN2 + T In(Tn® + N%) = o0 + 5(rug)2 + T In(T'n?).
Inserting relation (2.11) in the last identity, we end up with
(I'n°Tud)?

(2.12) 2(Tn0 + NO)2

. 1 .
+ T In(I'n® + N%) = ¢° + §(Fug)2 + 4T In(T'n°).

This last equation can be written

Inl(t,y) + NO(uy,Z))

2.1 O(t =7t
( 3) (,y,Z) ‘/( 7ya Fno(t,y)

JE.P. — M., 2014, tome 1
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where

Tul(t,y)?
2.14 F(t,y, N) = —~221
( ) ( 7y’ ) 2N2

The derivative with respect to IV is

+ T In(N) —

Tui(t,y)> T
N)y=_-—329/ )
One has

ONF(t,y,N) <0 over (0,Nz(t,y)), Nz(ty):=/Tui(t,y)?/T"

Hence, for all ¢,y, N — Z(t,y, N) has a smooth inverse, and its inverse is decreasing
from (®4(t,y), +00) to (0, Nz (t,y)), where ®z(t,y) := F(t,y, Nz(t,y) < 0. We
make a slight abuse of notation, and denote F~'(t,y, ®) such an inverse.

Back to (2.10), we obtain

(2.15) ROt y,2) = X (t,y, ®°(t,y, 2))
where
(2.16) 2 (t,y, ®) :==n’(t,y,0) (F ' (t,y,®) — e ®).

This is an autonomous ODE in z, (¢,y) playing the role of parameters. Of course,
the r.h.s. is only defined as long as .# ! is. The ODE is completed by boundary
conditions:
n°(t,y,0)
Tyef )’

(1, ,0) = drer + Gelt,y) = 6°(1,9,0) = Ge(ty) +1n

lim ®°(t,y,2) = 0.

z—+00

(2.17)

We shall prove in Section 2.2 existence and uniqueness of a solution to this system,
under a condition of type (2.7).

Remark 1. — From (2.17), we shall set
sup  |®°(t,y,0)|=  sup |¢p +Inn’(t,y,0)] =: 6.
te[0,T], yeR? te[0,T], yeR?

This parameter ¢ measures how far the quasineutral solution is from satisfying the
Dirichlet condition. It will determine the size of the boundary layer.
Once ®° has been determined, we obtain N° using the relation
n°(t,y,0) + N°(t,y, 2)
nO(t, y,0)
In turn, (2.11) gives UY.

Finally, we use the horizontal components of the momentum equation, that yield

(Tug + U3)0.Uy) =0

=F t,y, ®t,y, 2)).

which together with decay entails that US = 0. This concludes the formal derivation
of (n% % ¢%), and (N°,U°, ).
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(¢) From there, one can derive (n',u!, $'), and (N*, U, ®'). More generally, know-
ing (n*,u* ¢*), and (N*,U* ®*), k <i—1, one can derive equations on (n’,u’, ¢'),
and then on (N¢ U* ®%). We shall stick to i = 1 for the sake of brevity, and refer
to [5] for a full derivation in a close context.

Clearly,

ot + div(n®ut) 4 div(n'u®) = 0,
vnlt  ntvn?

1 1 0, ,0 1 i
(2.18) Ou' +ut - Vul + 4l Vul + T - P

)= Vo',
- 67¢°¢1 =nl.

The well-posedness of this system over (0,7) (where T is the time up to which the
supersonic boundary condition on u° is satisfied) will be reminded in the next para-
graph.

As regards the boundary layer terms, we look as before at the Poisson equation
of (1.1), which leads to

(2.19) 920" = (2I'95n° + Tn' + N1) + e~ T2 ;70560 + Tg! + 1).
Then, the mass equation yields (remember that Ug =0)

9.((Tn' + NY)(Tu§ + UY)) + 9. ((Tn® + N°)(Tui + U3)) = F,

Fy = —0.(2T93n°Ug — N°2T'93u3) — div, (N°T'u) — 8, N°.
Integration from z to infinity yields
(2.20) (Tn' + NY)(Tu§ + US) + (Tn® + N°)(Tu3 + Us)

= / Fy +Tn'Tu§ + Tn’Tul =: F,.
—+oo

Then, we write down € terms in the vertical component of the momentum equation:

io Int+ Nt
0-((Cuz + U3)(Tuz + Uz)) + T"0: o = 0:9 + I,
2050 2050

F3 = —Qz(zfagugUg) - T’@Z( ) — Fug . vag - 8tU:§].

I'nd +NO  T'nd

One can as before integrate with respect to z, to get

Tn! + N1t z I'nt

0 770 1 1 i _ ol _ ! op, 1 itV &1
Using (2.11) and (2.20) to transform the first term at the Lh.s., we end up with
(TudTn?)? T 1 1 L
(_(FnO+NO)3 Fn0+NO>(Fn N =0+ Fs
where
I'nOTwd
F5 = (FnO+N0)2FQ+F4
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is known from the previous steps of the construction. This expression allows to express
I'n! + N1 in terms of ®!, and to go back to (2.19) to have a closed equation on ®!.
A tedious but straightforward calculation shows then that

(2.21) D2 (t,y,2) = 0o X (t,y, ®°(t,y, 2)) @ (t,y, 2) + Fs(t,y, 2)
with

(t,9,0) + N°(t,y,2)\] "
0 ,0) )] Fslt,y.2)

+ 10t y,0) (e~ = 1)205¢°(t, y, 0) + n° (¢, y,0)¢* (£, y,0).

This equation is completed with the boundary condition

’I’LO
FG(tayvz) = no(t7y70) [ath.(tmyv

(2.22) ' (t,y,0) = —¢'(t,y,0), im ®'(t,y,2) =0.

The well-posedness of this equation will be discussed in the next section.

As soon as ®! is determined, the expression of N! follows, and from (2.20), we get
the expression of U3 . The horizontal part U; is obtained as for US by considering the
horizontal components of the momentum equation in (1.1). We leave all details to the
reader. As mentioned before, the next order terms in the expansion satisfy similar
problems, and we omit their construction for the sake of brevity.

2.2. WEeLL-rosEDNESS. — We discuss here the well-posedness of the reduced models
derived formally in the previous section.

(a) The supersonic condition (2.6) expresses that all characteristics of the Euler
system (2.4) are outgoing, so that no boundary condition is necessary for solvability.
More precisely, starting from the initial data satisfying (2.6)—(2.5), there exists a small
time T' > 0 and a smooth solution [3]

n® € nye + C([0,T], H®(RY)), u’ € urer + C*°([0,T], H*(RY)).
Moreover, one can assume that the supersonic condition is satisfied globally over [0, T':
(2.23) infn’ >0, supud <0, (supud)®>T"+1.

Under this last condition, one can solve the equations on (n’,u’, ¢%), i > 1, over [0, T].
We remind that these equations are of the type

orn® + div(n®u®) 4 div(n‘u®) = f?

) . ) AV X YV nl ) )
out 4+ ut - Vul +u° - v +TZ<—n — u) =Ve¢' + fo,
no (n0)2
—e o =nt+ £
(see (2.18) in the special case i = 1). These are linear hyperbolic systems with
unknowns (nf,u'), and with outgoing characteristics over [0, 7] by (2.23). Starting
(for instance) from zero initial data

ni‘tZO = 0) ui|t=0 = Oa
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these systems are shown inductively to possess unique regular solutions over [0, 7.
More precisely, one can check inductively that all source terms ffwd) belong to
C>=([0,T]; H*(R%)), so that

n' € C=([0,T], H*(R3)), u'e C™([0,T],H>*(R3)),

and the same holds for ¢.

(b) We now have to address rigorously the construction of boundary layer systems.
Note that the N*’s and U?’s are given in an extrinsic manner from the ®*’s, so that we
only need to focus on the latter. We begin by discussing the well-posedness of (2.15)—
(2.16)—(2.17). We already noticed that ¢,y are just parameters, which makes it an
ODE problem. This ODE problem has been addressed in [2], see also [11]. Omitting
the dependence with respect to ¢,y, it reduces to the search of a trajectory z — ®(z)
of a second-order ODE

0(()2 0(())2
(2.24) " = 2(®), Z(®)=F D) ?, F(N)= “51(33 +T"In(N)— u3(0) )
such that ®(0) = g, lim,_,0 ® = 0 for some constant ®y. Note that we only allow
solutions ® with values in some interval (® 4, +00), ®# < 0, in order for .# ~! and 2~
to be defined: see the discussion below (2.14).

This problem can be solved using the hamiltonian structure of the equation. Intro-
ducing the antiderivative ¥ = foq) Z, we get

(@) = 2¥(®).

The variations of ¥ can be determined using that ¥/(®) = 2°(®) has the same
sign as #(N) = N — e~ Z®) which in turn has the same sign as In N + .Z(N).
We refer to [11] for more details. As a result, there exists do > 0 such that: for all
Dy € [—dp, +00), there is a unique (monotonic) solution of (2.24) connecting ®q to 0.
Moreover, as ¥ (0) > 0, (0,0) is a hyperbolic point for the 2 x 2 system associated to
(2.24), which yields the exponential decay of ® by the stable manifold theorem. More

precisely, the rate of decay is given by
Ti+1—u3(0)2
2.25 =VP0) =

Back to the original problem (with dependence in ¢,y), this analysis provides a
solution of (2.15)—(2.16)—(2.17) under the first inequality in (2.7). The regularity
of ®° with respect to (t,y) follows from standard arguments: using (for instance) the
implicit function theorem, one can show that

X (ty,¢) = 2 (n(t,y,0),u5(t,y). P),
and then
®O(t,y, z) = 0 (n°(t, y,0),u3(t, ), bel(t, 1), 2)
for smooth functions

2 =2 (n,w,®), &0 =d0(n,w,¢,z).
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Moreover, one can check that @(nref,-) = 0. The smoothness in (¢,y) and H™
integrability in y follow. For the sake of brevity, we leave the details to the reader.

Remark 2. — Note that the decay rate (2.25) is independent of the amplitude param-
eter defined in Remark 1. We thus get for ®° an estimate under the form: there exists
C >0, v > 0 such that for every 6 € (0, ), we have the estimate

80| < Coe= 0%,

As regards the next order boundary layer terms, they all (formally) satisfy equa-
tions of the type

ng)i(t’ Y, Z) = 8‘1’%@’ Y, @O(t Y, Z))(I)i(tv Y, Z) + F’

(see (2.21) for i = 1), where F depends on the lower order profiles. Their well-
posedness (in the space of smooth functions, exponentially decaying in z) is shown
inductively: freezing ¢, y, it reduces to show the well-posedness of a linear ODE of the
type

020 = 27(9°)d + F,

for some smooth exponentially decaying F', with boundary conditions
q)|z=0 :1/15 (I)|z=oo = 0.

Note that, up to consider ®(z) = ®(z) —tpx(z), with x € C=°(R..) satisfying x(0) = 0,
we can always assume that ¢ = 0.

As Z7(®) < 0 for large @, the well-posedness of these systems is not clear un-
der a mere lower bound on ®°. But as 27(0) > 0, up to take a smaller &, and
impose the additional upper bound in (2.7), we ensure that 27/(¢°) > a > 0 uni-
formly in z. The existence of a variational solution (say in H¢ (R, )) follows then from
Lax-Milgram’s lemma. Smoothness in z is a consequence of standard elliptic regular-
ity results, whereas the exponential decrease follows again from the stable manifold
theorem.

The proof of Theorem 2 is thus complete.

3. LiNEAR StABILITY

In this section, we establish L? type estimates for linear systems of the following

form:
N+ (ug +u) - Vi + (ng + n)V - 4 =1y,
R v .
. g T _
(3.1) Ot + (ug +u) - Vi + —— Vo + 1y,

EAp=r+e G (1+h(9)) + g,
where r = (7,74, T¢) is a given source term, and where h € {hg, h1}, where

- _
ho(6) = —%, h(@) =e® -1,
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cf. (4.6). We add to the system the boundary condition
(3.2) Hlasmo = 0.

To prove our main linear stability estimate, we shall use Goodman type weights in
order to use the stabilizing effect of convection in the problem. From the construction
of the approximate solution in the previous section, in particular, from Remarks 1
and 2, we know that the main boundary layer part of the approximate solution satisfies
an estimate under the form

o _
(33) sup ‘azs(navuaa¢a)('ax3)| +5|a§3(naauav¢a)('ax3)| < e ’YOZES/Ea
(0,T) xR2 €
where d will be assumed small whereas g is fixed. We recall that, as in the previous
section, for any function f = f(¢, x), we denote by I f the function (¢,y, z) — f(t,y,0).
We shall also assume that the trace on the boundary of the tangential velocity of the
limit system is small, i.e.,

(3.4) Tul 5| < 6.

We introduce the weight function

() = el N

where i,y > 0 are some fixed parameters, to be specified later. Observe that 7 satisfies
the following properties:

n(0) =1,

3.5 1)
(3:5) n'(z3) = L e rs/e (xg).

The main idea is that the parameter pu > 0, u < 7o will be chosen small enough.
We also assume that the parameter  that measures the strength of the boundary
layers is sufficiently small such that §/u? is also small. This yields in particular

1
(3.6) 3 <n(z3) <2, z3n’ <4, Vaz=0.
For example, we can choose p = §'/%. The assumptions on p further imply
Cuo
(3.7) n(x3) — e0%3/5 L Cypn/(x3), Vs >0,

This inequality will be crucial in many estimates of the paper. We also note for later
purposes that

)
(3.8) 0| = | e7/%0 (a) + £ of ()| < O By ().
e € €

We shall eventually assume that the forcing terms (ry,r,,rg) can be split into a
small singular part and a regular part:
(3.9) |(rn, Tu, /€, VTR, eV, Opry)| < un'R® + R

Note that since the derivative of 7 is of order 1/e, the first term in the r.h.s. of (3.9)
is singular in e. Concretely, the linearized system (3.1) will be obtained by taking
e-derivatives of (2.8). The remainders will contain commutators, and satisfy (3.9).
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The crucial weighted L? estimate is given in the following proposition.

Prorosition 2. — Let (ng, uq, dq) be the approzimate solution constructed in Theo-
rem 2 and consider some smooth (n,u,$) on [0,T] such that for some M >0
ng+n>1/M, e % (1+h(8)>1/M,
(3.10) n.u -
I Dl 90, u,0) s + 04, @) e < M, VEE[0.T], 0 € R
and such that the Bohm condition is verified on the boundary
1 2 i 1
(3.11) I(ug +u)3 < I (D(ug +u)3)" =T +1+M.
Moreover, let us assume that the source term (1, 7y,74) of (3.1) verifies the assump-
tion (3.9). Then, there exists dg > 0, po > 0 and C(Cq, M) (C, only depends on
the approzimate solution) such that for every e € (0,eq], for every § € (0,0 and
for every p € (0, po] with 6/u? sufficiently small, we have for the solution (1,1, ¢)
of (3.1) the estimate

V(|| 6,2V, Vi V) |7y + V7 (o, 6,2V, Vit V)| s
+ [T, i, 6, eV, evu,saggi))||2L%L2(R2))

< O(Cas M)( | (0, 0, o, =Vitg, £Vt £V, £V 0) 2 s

+ (0,1, €V, eV, 6,6V [T pags ) + HRrHigL%Ri) + “”\/7735|@2TL2<R1>>'

Here L2 and L% stand for L?([0,77]) and L*([0,T]). This whole section is dedi-
cated to the proof of Proposition 2.

Proof of Proposition 2. — We first gather some useful bounds satisfied by the approxi-
mate solution (ng, uq, ¢4 ). In the proof, we shall denote by C, and C(C,, M) numbers
which depend only on the estimates of the approximate solution and on the number
M defined in (3.10) and that may change from line to line. The important thing is
that they are uniformly bounded for € € (0,1], § € (0,1) and T € (0,Ty] where Tj is
the interval of time on which the approximate solution is defined. We first have, by
construction (see Theorem 2):

(3.12) o IVE iMoo, @a)| < Cay  Co >0,
T)XR3,

with C, independent of €. In the other hand, we have for all x3 > 0:
(3.13) sup |5l8;:lV’;hz2’t(na,ua7¢a)(.7$3)| < ée—vo @3/e 4 O,
(0,T) xRR? €
where we recall that 0 < § < 1 can be considered as a small parameter.
We shall combine many energy estimates for the proof of Proposition 2. As already
pointed out in the introduction, our computations share features with those led in

[8, Section 2.1]. The starting point of all the energy estimates will be the following
lemma:
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Lemwva 1. Under the assumptions of Proposition 2, we have the estimate

[af? |nf? 1/
atn) o+ ——— ) de+s
n((n +n)= T ) Tt o

< CCu M) (I ) + IR+ 10 [ of 1R
+

V@ idrty [ Q-

where the quadratic form Q° is associated to the symmetric matriz

TT |(“aa+u)3‘ _TieT
QO — ( TL+TL ) , eT — (0’071)T
—Te F((na + n)|(uq + u)d\) Ids
and
(3.14) I = / V¢ - (ng +n)ide.
R}

The main difficulty in proving Proposition 2 will be to handle the term .#, that
involves the potential ¢. We note that in the left hand side of the above estimate, the
quadratic form Q° is positive thanks to the Bohm condition (3.11).

Proof of Lemma 1. — First, multiplying the velocity equation by (n, + n)dn, and
performing standard manipulations, we obtain:

d || ) . |2
(3.15) — n(ng+n)— = n(ng +n)t - Opts + N0 (ng +n)——
dt ]R3 2 R3 RS 2
+ + +
- 12
=74+1 —l—Ig—i—/ 7 (ru-((na—l—n)u))—&—/ nﬁt(na—&—n)—'u| ,
R3 ]Rii 2

+ +

where

I :=—T"/]R D (g +m)d), I :=—/]R (e +u) - Vi) - (ng + n)i.

3 Ng+n 3
+ +

We recall that .# was defined in (3.14). The last two terms at the r.h.s. of (3.16) can
be easily estimated through (3.12), (3.10), (3.6) and (3.9). We find

d J?
(3.16) — Nng+n)— < I+ + 1
dt Ri 2

+C(Cl, M)(||Rr(t)||2Lz(Ri) + UH\/WRS(Z&)HZLnRi) + ”a(t)HLZ(]Ri) + /“LH\/WI[I’HiZ(Ri))'

Integrating by parts, we have the identity
1 . Lo
—I =- nVn-u= nndiva +
1 R R R

n’nu3+/ M.
Z]Z3:U
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To write the boundary term, we have used that 1(0) = 1, see (3.5). We can then use
the evolution equation on n to express div 4 in terms of n. We find

.2
1) mhi== [ et s [
T R 9 R

3 Ng+N 3 Ng + 1N
+(1 +(1

+/ n'hia;;—i—/ n Uz
]Rﬁr x3=0
W gt [ et

R Mo + 7 2 R Ng+n 2 2s=0 TMatn 2

3
+
+ / (
g
with

u . 2 1 . 2
Ji ::/ div (u)ﬂ, Jo ::/ 8,5( )MJr/ " Ty M.
R Ng+n/ 2 R Ng+n/ 2 R Na + 1

For the last term J5, we use again (3.12), (3.10), (3.6) and (3.9) to get

(3.18) o < C(Ca, MY(IR" O + 12(8)]132 + VT B @52 + V02 @) 52)-
To bound J;, we use (3.10) and (3.3) to state

n/nud—&-/ nus + Ji + Ja
Z3:0

3 3
+ +

B < [ne(Conn(Zem 4 1) jap
(319 <CCat)(u [ 1l + 32,
+

where we have used (3.7) to go from the first to the second line. We insert (3.18)—(3.19)
in (3.17) to obtain

1 -2 “ -2
(320) =1 < —at/ d |n—|+/ g (ot W M+/ Wi
T R Mo+ 7 2 RY Ng+n 2 RY

- 12
+/ 7(u“+“)3ﬂ+/ AL
x3=0 Ng + n 2 x3=0

+C(Cay M) (1 / TPl + BN + il VRO ).
+

(2) Treatment of Is. — We write
|
I, =— 17 (ng +n)(ug +u) -V
RY 2
: juf? /

= ndiv((na +n)(ua +u)) —- + ' (na +n)(ua +u)s——
R3 2 R3
+ +

2
m';:O 2
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Relying once again on (3.3)—(3.12), and (3.7), we infer that:

12
(3.21) I, < / 7' (ng +n)(ug + u)g% + / (ng +n)(ug +u)s3
]R“j’r x3=0

[l
2

+CCM (i [ il + il ey )

+

Conclusion. — Gathering (3.16), (3.20) and (3.21), we obtain

i/ (n +n)|’ll|2+d/ LnQ
dt fps TN 2 dt R3+772(na—|—n)

3
+

1_. n? (u® +u . . ul?
< =T n'u +T" [ n'nus+ 7' (na +n)(uqg +u)3u
2 R3 na+n R3 R3 2
+ ¥ +
. (g + u)3 |72 / » / 4]
+TZ/ — 4T nus + Ng +n)(ug +u)z3——
x3=0 na+n 2 z3=0 ’ 1320( ¢ )( ¢ )3 2

+ CCu M) (I )+ N+ 0 [ of 62 i+ [R)).
+

To conclude, it suffices to observe that the only significant contribution in the terms
involving 1’ comes from the traces of the coefficients. Indeed, we have that

(3.22) g = u’ +O(e +6), ng = n® + O(e +9)
and that
(3.23) |(u0,n0) — F(uo,n0)| < Cuxs,  |(u,n) —T(u,n)| < C(M)xs
to obtain
(u® +u)s (u® + )3 o (ug )3
(3.24) o n *F(inojun )+ O(6 +e+x3) 711(771,1—1—71 )+ O(6 + € + x3),

(na + 1) (uq +u)z =T ((n° +n)(u’ +u)3) + O(e + 6 + x3)
=T ((ng + n)(ua +u)3) + O(c + 6 + x3).

Since en’ and x3n’ are uniformly bounded (see (3.6)), we end up with

1d || 7|2 1 L 0. 1 o
5% Rin((na+n)2+W)d$+QAin Q (n,u)dx+§ QJS:OQ (TL,U)*]
< CC M) (I 0l + IR e+ [ IR+ Guot8) [ of 2 i)
+ +

By the Bohm condition, the quadratic form g is positive definite: this allows to
absorb the last term at the r.h.s. for 4 and § small enough. The estimate of Lemma 1
follows.
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A. THE ESTIMATE FOR THE WEIGHTED PHYSICAL ENERGY. We now use Lemma 1 in order
to prove Proposition 2. The first estimate that we shall establish is the following

<. 1 CRC | 2
(3:25) (0,4, 6, V) [T e p2 sy + |V (700 6,6V 2 2
+ ||F(n?u758913¢)‘|%%L2(R2)
yelte M)(||(h i, $,eVH)(0)[|22 5 ) + || V7 (e Vin, e diva)||
S as s Uy @y L2(R%) ’ L%LZ(Ri)
.. : - S112
+ 11y, 6, VO[T 2y + IR T2 Lo ) + 1l V'R HL2TL2(R§_)>'

Note that the above estimate is not enough by itself because the singular term
HW (e Vn,ediv i‘)”%%LQ(Ri) in the right hand side is not controlled by the left hand
side.

The first step in the proof of (3.25) consists in manipulating the integral & (see
Lemma 1): it will give us some control on the potential gb More precisely, we first
integrate by parts to write:

J:—/R n¢ﬂ~V(na+n)—/

R
There is no boundary term since ¢ satisfies an homogeneous Dirichlet condition
(see (3.2)). The first term at the r.h.s can be controlled thanks to (3.3)—(3.7)
and (3.10). We get

(3.26) f@—/R 0 & ((na + n)is) + C(Ca, M) (|| (i1, B)|[52 + 1| (@2, $)122)

3
+

) 37)(;.5(%—H”L)divia—/R3 n’é((na—kn)ag).

with Iy := — [pa 1 ) (ne +n)diva. As above, we use the evolution equation on 7 to
+

express (n, +n)diva in terms of n:

I ::/ ngﬁ@th+/ T](U(L‘FU)'V?:LQ%*/ nrngﬁ.
R3 R3 R?

+ +

We integrate by parts the second integral, and obtain

(327) L<L T +Jd+ J3
+C(Ca, M) (| Be |32 + ul |V B 7 + ] V7 (6.0 |[2 + 1(,7) [32)
with

Ji ::/ nddn,  Jo = —/ n(ua+u)-V<;5h Jz = —/ n’(ua—i—u)g(bh.
Ri 3 3

R% R3

Note that we have used implicitly the bound

= [ ndivtu, +u)di < OCo M) (VG + 1))

to handle the last term coming from the integration by parts.
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(1) Treatment of J;. At first, by differentiating with respect to time the Poisson
equation in (3.1), we can express 9;n in terms of ¢, and substitute inside the expression
for Ji:

J = /R no (528tA<;5 — 0y(e™ % (1 + h(¢))o) — Btrd,)

d 1 . d 1 .

) =g [ VP -G [ gndet e ne)
+ ¥

1 . . . )

- = (e % (1+h Z_ Oyry — €2 '$ 0y 0y .

Q/Mn e~ (14 h(6)))16 /Ri”d’ o= [ 1600,,0

One has by using (3.12) and (3.10) the straightforward estimate

2
2 Jw

and by using also (3.9)

_n0e™* (14 h(9))I6]* < C(Car M)l 72rs

3

—/RS 0y < O(Cu M) (IR l[32 + pl| VA B[+ (/8] + 118]12)-
+

As regards the last term, we claim
Lemva 2. — The following inequality holds.
(3.29) ’/sn'éeatamcb’ <V 2 V7 (e Vs e divi) | 7.

+ C(Cas MY(IR" |22 + || VI R? |50 + 0| V70|50 + 16]122).-

We postpone the proof of the lemma to the end of the section. Combining all the
previous estimates, we deduce:

(330) Jy <<%, / 0|V b, / En et (14 h(0))
R3 R3

+ +

+ C(Co, MY(IR" 32 + ulIVA R |2 + ]|/ (s )]
VS| e | e Vi, div ]| + 11 )13 )

(2) Treatment of Jo. — We use the Poisson equation to express 7 in terms of b. We get
(331) 2= [ 4é-(Eadlu+u)+ [ 9o 1+ hO)dlus + )
+ +

+/ VG- (rg(uq +u)) = K1 + Ko + K.
]Rs

+
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One has
K, = % /]Ri VIS - (e (14 h(9)) (ua +u))
1 12 1 —¢a
=3 /Rgr 73> div (e (1 + h(¢)) (ua + u))
(3.32) B %/Rs 01617 €% (1 + h(9))(ua + u)3

< C(Cay M) (|| /79|22 + 1I1122)
~ 5 /]R 0 612 =% (1 + h($))(ua + u)s.

Again, the bound on the first term at the right hand side is a consequence of (3.7).
Thanks to (3.12) and (3.9) one has also

K < C(Ca, M) / Iro/e| V4| da
=

< C(Cas MY(IR" 2y + il VT2 + 1l VO[5 + 1V 132).

Finally, we compute

Kl 262/
Y

(3.33) + 52/ 0 36V - (ug +u) + 52/ D3V - (ug + u)
RY x3

=0

n(Vw) (uq +u)

1((V6- V)ua +w) Vé+ e [ n(TE

R}

Ly 4 Lyt L +52/ 10562 (10 + 1)s.

1‘3:0
We point out the simplification of the boundary term, due to the homogeneous bound-
ary condition on ¢. Once again, (3.7) leads to
) . .
|L1] < C(Ca, M) / 0 eIV 4 O(Ca, M) eV 72
R

3
+

. 2 .
< O(Co M) (0| VAT V4. + €983 ).
For Lo, by integration by parts, we can write:

Ly — _Ez/R U/(vj2>(ua Fu)s — 62/R V|2

77(7> div(ug + u)

2
g2 /70320 (‘6@;@2)(%1 +u)s,

where we have used that Vqu.ﬁ = 0 on the boundary. The first term has a “bad sign”
but will be compensated by another contribution (coming from J3). The second term

3 3
+ +

Satlsﬁes.
c /
R
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Finally, the third (boundary) term of Ly has also a bad sign, but will be compensated
by the other boundary term of (3.33).
For L3, we rely on the fact that

[(u® +u)1,2 — (Pu®)12| < Cale + 0 + x3) + ||ul| L.
Together with our assumption (3.4) on the trace (|(Tu®); 2| < d), this implies

HUIIL

Lo [ o le0udf ((ta) + o+ [ of VO +
RY RY
Note that the last term in the right hand side of the above estimate is bounded by
C(M)||eV¢l|3, thanks to (3.10).
Putting together the estimates on Ly, Lo and L3, we find

B

2 .
o3y << [ T s S [ g
]R3 w3:O

. a . 2 .
4 [ 12000 (w6, ) + i+ C(Ca M) (| Vi £ + V1)
R+
Eventually, we derive an inequality on Js:

Vé|? 2 .
(3.35) Jo < —52/ n ﬂ(ua +u)3 + —/ |030|* (ua + u)3

1

Q/RL1 n/|<i>|2e<z>a(1+h(¢>))(ua+u)3+/R3+ o 1 Ol (a (e, 2) + s

+C(Ca, MY(IR(132 + pl| /17 BE[[72 + 1V ENI32 + pl| /1 V9 2)-

(3) Treatment of Js. — First, we use the Poisson equation to replace n:
Ty = / 0 G +w)s [2A0 — =% (L+ h(9))d — 7o | =t K1 + Kz + K.
Ry
Let us start with the estimate of K;. With the help of an integration by parts, we get:
K, = 62/ 0 (g +u)3| V| + 62/ 0 ¢V (uq + 1) - Vo + 52/ 0 d(ug +u)3Vo.
RY RY RY
The first term has a “good sign”, and will be used to absorb the first term at the

r.h.s. of (3.35). The second and third terms can be bounded using properties of the
approximate solution and of the weight 7 (notably (3.8)). We end up with

(3:36) K1 <2 [ of (wa+0)a VO +C(Cor M)l V7 (9,290) [, 16, V) ).

+

K> is also a good term, that will absorb the third term at the r.h.s. of (3.35). For K3,
we use as usual (3.9) and write

K3 < O(Cos MY(IR" |22 + || V7 B30 + 1|V 3|52 + 19]122).
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Finally, these last bounds yield

(631 B [ o+ 0alVoP + [ of (wa w1+ h@)IOP

+ +
r s 2 . . 2 . .
+ C(Ca, M)(IIR" |22 + pl [V B[ 2 + 1|V (6,6VO) | 2 + 16,6V 0)[72).
Conclusion. — We can now collect the estimates (3.30), (3.35) and (3.37), and insert
them into (3.27), followed by (3.26). We get

d 1 . d 1 ., _
f+€2£ §7I|V¢|2 + %/ 577¢2€ (14 N(9))
R3 R%

. ) g2 . g2
< _/ n/¢(<na+n)U3) —‘,—5/ n/‘v¢|2(ua+u)3+§/
R RY T3

3
+

1 /
2 R
W here

By = C(Cay MY(IR 32 + |V B[ + [/ G2, 6,59 9)| 1.
+[|(@, 7, 6,6V )72 + [V S| L. IV (e Virse div) | ).
By combining this last estimate with the estimate of Lemma 1 and using the
substitution (3.23) in the terms involving 7/, we obtain the estimate
juf?

d Tn2 1 . .
(3.38) pn {Agn(na+n)2 +/Rsn2(n77—l&-n) =+ 5/ﬂ£37752|v¢|2 +776¢“(1+h(¢))¢2}

1031? (ua +u)3
0

o (b s (L) 0P + [ 0000 ( (t.2) + ) + 51

3
+

1

b [ I+ 0alle VOR + 5 [ D + w0
RY RY

+3 [ w@tead g [

£E3:0

(at wllednd+5 [ Qi)
- < X2,
where
R = ||V | .||V (€ Vir,ediva) ||, + C(Ca, M) (||(7, 52, 6,6 V)13
|V V8o IR e gy + 1l VIR s )

and Q4 is the positive quadratic form determined by the following symmetric matrix:

T [(wa+u)s| _TieT 0
Ng+n
MA=T | —Tie  (ng+n)|(ua +u)s|1ds (na +n)e —nOlds.
0 (o +m)eT e (14 h(9)|(ua + u)s]

Since p can be chosen as small as we want, it suffices to prove that the leading above
matrix is positive. According to Sylvester’s criterion, we only have to check that the
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leading principal minors, denoted by (A;)1<i<s are positive. We compute:

2
Ay :Tir(7|(““+“)3‘) >0, Ay :Tir(7|(““+“)3| ) >0,
Ng + N Ng + N
) 3
A3 :TlF(KUZ —:_u::’l ) > 0;
a

Ay =TT ((n + 1)l (0 + w)s? (o + w)sf2 = T")),

which is also positive as a straightforward consequence of Bohm condition (3.11).
Finally the determinant is equal to:

e % (1+h(¢))

A5:Til“<|(ua+u)3|3(na+n)2( ———

(o + w)sf? = (T + 1)) ).

which is positive as soon as |(u, +u)3] > vVT* + 1 as ensured by the Bohm condition
(3.11). Indeed, we have that |(u,n, ¢)| = O(g) thanks to (3.10), and that since n® = e’
that n, = e=%s + O(6 + ¢), therefore
~%a(1+4+h ; ;

F(%|(ua+u)g|2 - (T2+1)> =T (|(ua+u)s/> = (T"+1)) +O(e+6) >0,
for € and § sufficiently small. The quadratic form Q° is also positive as already ob-
served.

To derive (3.25) from (3.38), it remains to note that, by positivity of Q4, we can
write the Young inequality

VT o |V (e Vi, e diva) || o < BIVIS||2e + Cal| /i (e Vir,e diva) | 7.,

and absorb the term fi||/7 (;5||2L2 in the left hand side by choosing g small enough.
In the same spirit, the term uHWqu-SH%Q can be absorbed by the quadratic terms
in €V at the left hand side of (3.38) for x small enough.

To conclude this section, we still have to provide the proof of Lemma 2.

Proof of Lemma 2. — To estimate the term €2 [ 1)/ 9,06 in (3.28), we shall rely on
an elliptic estimate on the Poisson equation. We first have the straightforward bound:

(3.39) ‘ / enf 6010, 8| < IV VT 2010233 .

Differentiating the Poisson with respect to time and taking the product with n’ 5}(;5,
we obtain:

J

n e~ % (1+ h(¢))|0sp|? + £ /3 ' |V + & /3 0" 004,00:0
R? RS

-

We have chosen the parameters of the weight 1 so that §/u? is small enough. Hence,

. . 1 . 1 s
e / 1 0100y 01d| < L& / 7 VO + - / i e (14 h(6))| g2
R} 2 Jrg 4 Jry

3
+

' Oy Opp — /RB 7 di(e™% (1 4 h($)))d O — /RB 77/3:&7‘¢8t¢-

3
+
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We also have by using (3.10) and the Young inequality that

‘/ *77'8,57'15}(;.57/ 1 Ou(e % (14 h(9)))d i
RS RS

1 . .
<*A 0 €= (1+ h(9))|9id[> + C(Ca, M) (|0 0|50 + ||V S|[5)

=8 Jps
+
and by using (3.9) that

. 1 2 1 .
/3 0000 < C(CWM)(EHRTH%#%H\/7?R5||iz)+§/w 0 e (1+h(6)) 0,62,
+

R

We thus end up with the elliptic estimate:
bGP + [ a0
+ Ry

(3.40) /
R
PNIE o2 Lo 7 s 12
< C(Ca>M)(H\/778thL2 + H\/77¢HL25HR IZ2 + ETH\/??R HL2)'
Going back to (3.39), this yields

‘ /sn’q.ﬁeatamqg
< CCa VT | TPul o + T+ VENR L+ T 2

Now using the transport equation satisfied by 7, we can estimate ||/7’€0;n||z2. This
yields:

|vV/n'edin| > < Ca||V/0 (VR ediva)|| ., + VEIIR |12 + pl| V0 R?| .-

For the last term, we have used that en’ < p with the choice of the parameters. We

have thus proven that

[ ewbe00nd] < Vbl VT Tieavi .
+ C(Cas MY(IR" 32 + pl| VT B2 + 0l 85 + 161132). O
B. Tue secoNnDp ENERGY ESTIMATE. — The previous computation suggests to look for a

control on € Vn and edivu, and this motivates the next energy estimate. We shall
prove that

(3.41) H(n,u,eVn,adlvu)HQL%,Lz(Ri) + Hﬁm?“’Evn’gdlvu)Hng(Ri)

+ [0 (72, 14, €021, € div ) || L2 L2 (m2)

.. L 2
< C(Cy, M)(H(n,U,EVTL,Ele’LL)(O)H%Q(Ri) + ,u||\/77€Vu||L2TL2(Ri)

.. . L N2 2 s]12
+ (2, @, eV, Vi, 6, VP12 p2ms ) + IR L2 L2y + p|Vn'R HL?TLz(Ri)>'

Let us stress that this estimate alone does not allow to conclude: the right hand side
involves the full eV, while the left hand side controls only e div . Later, we shall
establish a third estimate, in order to handle eV and close the argument.
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To prove (3.41), we shall again rely on Lemma 1, but .# will be handled in a
different way. By integration by parts:

I = Vo (ng +n)-a
R2
=—/7wmfwmmu—/7wom+mw—/ 0éV(ng +1n) - i
Ri ]Ri ]RSJr
(342) <L+ Lo+ C(Co M) (|| V7 (it §) |52 + | (its ) 22)

with
him = [ nbln e mydivie L= [ 06 (0,4 i
R3 R3
+ +
The bilinear singular term I will be “compensated” in the end (thanks to the Bohm
condition). Therefore we first focus on I;.

(1) Treatment of 1. A first idea is to use the Poisson equation satisfied by ¢:

e I SR

to express ¢ in terms of e2A¢ and 1. We get:
1 .
I — — ba 31 [ NG — iy — }
1 /Rin(na—l—n)l_i_hw)e diva [e*Ap —n — 1y

<J1+J2+C/ e diva| |re /el
RY

where
1 .
J ::—/ n(ng +n) ———e® div i (e2Ad),
1
— ba i
Jo : /]R3+ n(na+n)71+h(¢)e div an.
By (3.9),

(343) L1 < J1+Jo
+C(Ca, M) (| B3z + | VA B0 + ]| V/re diva|; + e dival3).

We shall now study the terms Jy, Js.

(a) Study of J;. To evaluate Ji, the idea is to take the divergence in the equation
satisfied by 4, in order to express A¢ in terms of @ and n. This reads:

3
(Or-+ (ua+ ) V) (e divin) + 3 es(usq ) Vit + T div V”n) — cAdtedivr,,

i=1 @
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Hence, J; = 2?21 K;, with

Ng +n |e div u|?
K::f/ 2 —e% (O + (ug +u) - V) ———,
1 R3+U1+h(¢) (9 + ( ) V) 9
L Ng + N ba _ ) . ..
Ky = /Rinl‘i‘h((b)e (e0iug - V)u,; (e diva),
i Ng + N ba . vn ..
Kz :=-T /]Ra Uy +h(¢)e ediv (771(1 +n>(€leU),
+

K, := /]R3+ n%e% (edivry,) (ediva).

The terms K> and K4 can be bounded through standard arguments. With (3.7) and
(3.9) in mind, we obtain

(3.44) Ko+ Ky < C(Cay M) (| R[22 + ul| VT R || 2s + || /e Vi[5 + €V 22).

Note the presence of eV at the r.h.s., due to K5. We now evaluate the contribution
of the convection term K;. Standard manipulations yield

d Ng +n (ediva)? drng+n (ediv)?
K, = —— $a - Pa
YT /Ri”1+h(¢)e 2 /Rindt{l—kh(qb)e } 2
+ ;
(ediv)?

Ng + 1N
+ Ia’ied’a Ua+u
/Ri”1+h(¢) ( )i
Na+n 4 (e div )2
*/m-o[uh(@e (v )y

The second term can be bounded by a crude L? estimate, the third one can be bounded
thanks to (3.3)—(3.7): we get

Ng +Nn

1+ h(e)

ndiv ( e (ug + u)) 7(8 div )®

3
+

d Ng + 1 (ediv)?
4 <—— Pa
(345) Ky <— /Ri T his)© 2
Ng + 1 (ediv)? / [ Na +1n (ediv)?
/Ri” T et s L [T e e

+ C(Ca, M) (]| /e div] |2, + ||e divia]22).

The second term is non-positive, and will be one of the crucial terms to control
all singular terms (thanks to the Bohm condition). Note finally that the boundary
contribution is non-positive: this will also help later.

Now we turn to the integral that involves the pressure term, for which we perform
an integration by parts

K3:L1+L2+L3+L4a
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where
; 1 1
Ly :=T! — ¥ a iva)] - eVr
1 /Ri" n(na—i—nl—&—h((b)e )V[(n +n)(ediva)] - eVn,
3
) 1 1
e ba co .
Lo '7T/Rs nv(ina—i—nil—i-h((/))e )(naJrn)(sdlvu) evn,
+

; 1
Ly :=T" L R 2 div @) €031,
3 /11&177(1 h(¢)€ )(5 iva) edsn

Ly:=T' /13_0 (%h((b)e%)(s div @) 0.

We use the equation satisfied by n in order to rewrite the V[...] part in Ly. To this
end, we take the eV operator on the transport equation for n to get:

3
(O + (uq +u) - V)(eVn)+ V[(ng +n)ediva] + ¢ Z(@Z—(ua +u) - Vn)e; =eVry,
i=1

where e; = (1,0,0) T, ea = (0,1,0) T, e3 = (0,0,1)T. As before the convection term on
(eVn) is very useful. With the usual manipulations, we obtain:

L < —iTi/
dat” Jr

1 1 |eVn|?
[0
”(na+n1+h(¢)e ) 2

, 1 1 leVnl|?
R ——
+ /Rin na—i-nl—&-h((b)6 (ta + )3 2

' ! L eVl
T L~ b
" /m3_0 (na+n1+h(¢)e )(Ua+u)3 5

+ C(Ca, M)(IR (132 + |V B[ + | /7€ + 1690 72).

By now standard manipulations, we also have

3
+

Ly < C(Cay M) (|| /7 (e, e diva)|[5, + [|(eV, e diva) || 22).

From the estimates on the L;’s, one can deduce an inequality on K3. Combining this
inequality with (3.44) and (3.45), we end up with

d ne+n 4 (edivi)?
3.46) Jy < —— $a
(346) -y dt/mnwh(@e 2
d, 1 1 |eVn|?
_ S a Ny + Ny + N.
at /Rsn<na+n1+h(¢)e ) N N+ N,
with
atmn (e diva)?
Ny = 1 Na T ga o -
! Ai"1+h(¢)e (o +0)s——3

ng+n 4 (ediva)?
+/m_o[l+h<¢>>e (v + )y =5 .
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4T /Ri n’(%h((ﬁ)e‘z’“)(sdivu) cdsm
R e PR
4T - (%h(gb)e%) (e div i) eds7,

and
N := C(Ca, M) (| R" |22 + il |/ B® || 30 + 1l |[V/7 (Vi V)| |7 + 1V, V) [122).

(b) Study of Ja. — Let us now work on Ja, which has to be treated very carefully.
Indeed, a rough L? estimate only shows that this is a singular term in 1/e, which
does not seem small. Instead, we use the transport equation satisfied by 7 to express
(ne +n)diva in terms of other quantities. With similar manipulations as before, we
obtain:

d 1 |2
4 ey Y
. 112 RN .
+C(Ca, MY(IR" 172 + pl|V/ 0 B o + ||/ 0 G, @) || + 11 (o, @) [132)
1 L e .12 l/ L s 12
5 Jo Tra e g [ e  alP

Observe here that the last two terms are non-positive. Together with (3.46) and (3.47),
the bound (3.43) leads to

d e +1n (ediv)?
48) I < —— Pa
(348) L dt/Ri”Hh((z))e 2

d, 1 1 |eVn|?
_ T ®a
dt /Ri”(nﬁnuh(@e ) 2

d 1 e
SN S S 2% L O S S N AN
dt/Rgrn1+h(¢)e p TN+ N,

with

1 b s 12 1/ L e 12
Mo g [ gy e I [y et sl

3
+
Ng +n ediva)?
+/ n/a7€¢”(ua+u)3¥
R

s ' 1+h(0) 2
ng+n 4 (ediva)?
+/mg_0[l+h(¢)e (ta + )35 J
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4T /Ri n’(%h((ﬁ)e‘z’“)(adivu) cdsm
R e PR
4T - (%h(gb)e%) (e div i) eds7,

and

N = C(Cay M) (I |32 + il VT B2

+ |V G, £V, £V | + 1o, 2,2, V)32 )

(2) Treatment of Is. — By using (3.23), we have the straightforward bound:

1 ; 1 Ng + 1
I, <= "(na +n)|(ug +u 2—1—7/ Tt us)?
2 <5 o (ot i+ sl 5 [ o i
1 . 1 Ng+n . .
<5 [ lo + g [ o i e [ 1o s
RS R? |(uq + u)s] R3

+C(Ca, M)(1 4+ W)lléniw

Note that the last term is actually not singular, thanks to (3.10).
We now claim that ¢ satisfies the following bound:

1 . 1 Uy + U .
a9 5 [ il < g [ o et el
RS RS

Ng +N

+C(Cay MY(IR 132 + 1| VTR |50 + 1|/ (7, 9) || 70 + 11(2 §)22).-

Ng+n

The term %ng 7 MMP has the bad sign but will be compensated by other
+

terms later.
To prove estimate (3.49), we write the Poisson equation satisfied by ¢:

—2A¢ + e % (14 h(p)p = —i — 74
We multiply by m¢, with the weight m := n'|(Tu®)3|. By a standard energy estimate:
. 2 _ . . . .
IVmevallfat [ me s @an@)léPdo< [ ml+iroDldldose® [ 9Pm|
R R R

We use the Young inequality for the first term, resulting in

; 1 L(u”);
dat< [ ‘
[mialel <5 [ vl

1, .
il + 5 [ o O
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Next, we observe that thanks to (3.9), we have

[ miraltél < ) [ T2l
R3 R3 ¢
< C(Cay M)(IR" 122 + p| VAR 2a + wl|[ VT |20 + 1]122)-
By the choice of the weight function, we have
E|VPm| S (WP +6+e)m S pPm,
which implies
@ [ 19tmlo < vl < o[Vl

Finally, since n® = e~ %0, relations (3.22), (3.23) give

me” % (1 + h(¢))|o[?

R3
> [ @] - a6+ )idp - ¢ [ a2
R3 R3
> [ W @I allof = CCo M |V + ||¢'>||2L2>.

We thus get that

1 . 1
350) = [ o/(Tn°0(u® 2<7/ ‘ 2
50 5 [ o @alrDior <5 [ of[Fg| 1o

+ C(Coay MY(IR7 122 + || VA R\ 2s + |V B2+ 16]122).

Applying (3.24) to the first term at the r.h.s., we obtain the desired inequality (3.49).
It follows that

1 Ug + U)3 1 Ng+n1 .
o) By [ o let e Ly R
R re o (

Ng +n Ug + u)s]

+C(Cay MY(IR" (132 + | VR[50 + il V6|50 + 16]122).-

(3) Conclusion of estimate B. — We can then inject (3.48) and (3.51) into (3.42). To
ease reading, we set

(naJrn s, (ediva)? ( T 1 e(z,a)\s:VizF+ 1 e‘f’a%).

7= L T a9 ¢ 2 N+ n 1+ h(9) 2 1+h(9) 2
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We get
d Na +1n (e div)?
— < r_fa 7 oba - 7
j+dt/\ R1n1+h(¢)e (uq + u)s3 5
i ! # ba P .
+T/37]<1+h(¢>e )(sdlvu)sagn
g [ (o s i e Dl e Rk )
2 Jes " \1+h(g) " na +n [(ua + u)s]
; 1 1 |eVn|?
T N —————e? ) (uq B.T. K.
+ /Rin(na—l—nl—kh(cﬁ)e )(u +u)s 2 + +G+ T

Here B.T. denotes the boundary contributions,

B 1, o T i
BT. = /363 . (56 (ng+n)(uq+u)s(ediva)+ 2 (e +1)(L 1 (9)

(ua+u)3|€V1‘L\2
) e¢a 1 e¢a

+ T ——ediviedsn + = ———
TN R Sy ey

¢ stands for a good term, that is,

(uq + U)3|h|2)>

(3.52) 4 < C(Cy, M)(||(7'L,u,5Vh, eVit, $, V) |2 gy

IR ey + VTR e )
and %5 is for
By = ||V e Vil + |V 9l A O(Ca, M| /i (i, eV e divi) [ g

Let us stress that some singular terms vanish at leading order: indeed, the relation
€% = 1/ng implies

1 ePa . [(ug +u)s] . .12 )
3 /Rin/(u o) (uq +u)s 1] + Tnff 72> < C(Cay M) (pl|/ 12|, + II7132)-

By combining the previous estimate and Lemma 1, we conclude that we have
(3.53)

dt RS” @ 2 Ri”Q(na—l-n) Rinl—i_h((é) “ 2

/ ! e¢>EL>|€WLZ+/ 1 6%@}
na+n1+h(¢) 2 w1+ h(0) 2

5/ %/R n’Qf(sdivﬂ,eVﬁ)+;/JCS_OQO(h,a)
%/ €d1VU eVn) ,u||\/77|6V12HiQ +,MHW¢H2LQ + 9.
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with Q¥ , QL are quadratic forms determined by the two following symmetric matrices:

Ti [(uatu)s| —TieT
ME=T|" nn _ Culdy,
! ~T'e  (ng+n)(|(ua +u)3|Id3—7‘(ua}ru)3‘eeT)
e®a Tiefa T
B m(na +1)|(ua + u)ls e
MP =T i oo |(uatu)a] —Cpldy.
efa 3, € UqgTU)3
SR I G 6) ey 143

We recall that p > 0 is a parameter that can be taken arbitrarily small. Observe
that MP is positive for p sufficiently small, as soon as the Bohm condition (3.11) is
satisfied. We also get that MJ is positive thanks to the Bohm condition.

To obtain (3.41), we still have to get rid of the term ,uH\/ngHsz at the r.h.s.
of (3.53). But as the quadratic form Qf controls ||v/7772]|2., it also controls ||v/77¢||3
thanks to (3.50), up to add some good term and some p||\/7'n||?, term at the r.h.s. By
taking p small enough, this singular term is controlled by the Lh.s., which gives (3.41).

This estimate by itself allows us almost to conclude; the only problematic term
comes from the singular contribution fRi 7' |e Vai|? in the right hand side which in-

volves a full derivative of 4, and that will be treated below.

C. Tae tairp ENERGY ESTIMATE. — The previous computations suggest that we also
need an estimate of a full e-derivative of @. Note that we can not work with the curl
of @ (together with the previous estimate on the divergence), because we would not
be able to control the trace of @ on the boundary {z3 = 0}.

We shall prove that

(3.54) (i, i, Vi, eV ||7 gy + [V (i eV EW)Hiw(Ri)
+ |0 (72, %, eV, V) || 12 12(R2) < C(Cay M) (H(hﬂlvgvhvgvu)(o)”%%]l%i)
+ [V (70, i, 6,6V, e div i, eV @) HQL%L,‘,(M) + 0 (2,5, €00y, Vi, € div i) |7 2 g2y
+ (7, 1, 8Vﬁ,€Vﬂ7¢37€V¢5)||%2TL2(R3) IR 72 12 rey + :LLH\/WRSHi%L?(]Rﬁ_))'

We shall use again the estimate of Lemma 1, but through a different approach of the
integral .#. The idea will be to combine the estimate of Lemma 1 with an estimate
on the e-derivatives of the system to cancel the singular term through the Poisson
equation.

Let us first first apply e-derivatives on the equation on the velocity field «: for
1 =1,2,3, this yields

Ng + N

)vn — O,V + 0.

(3.55) (e 0yt) + (uq 4+ u) - V(e 9it) + € 0 (uq +u) - Vi + T*

+Ti€8i(

Ng + N
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We then take the scalar product with ne 0;@ and make the sum in i. We find

3
2 L[ 21 12
(3.56) ;(2&/ nle dyu|? /Rin (ug + u)3 |e 051 2/£3_(§ua+u)3|581u| )
=h+L+9+S
where
3
o ;i V(edin)
I1.——Zl(/RS+77 ——— Bu IQ—Z/ nediVo - e .

The term . above will refer from now and on to any admissible singular term, that is,
a quantity which is singular but bounded as

(3.57) 17| < ul|Vweval|r, + ClVa (i, d, eVir e div i, eV) ||

The first term in % will be absorbed by positive terms in the left hand side for u
small enough, while the second term will be absorbed by the left hand sides of Esti-
mates A and B. The term ¢ above will refer from now and on to a good term, that is,
satisfying (3.52).

(1) Treatment of I,. — We use the identity:

@%)h:/ T@a)
RS

Ngq

div(e 0;u) + /]R3 nT (sam)V(na e

+/ ’W@am @w+/‘ 7160 o
]Rd x3=0

Ng + 1N Ng + 1N

)-a@iﬂ

We shall now use the transport equation satisfied by e 9;n, which reads:
(0 + (ug +u) - V)(edin) + € 0i(n, + n)diva
+ (ng +n)div(e 0;0) + € 0;(uq + u) - Vi = eVry,.

Therefore, we have, relying on the standard manipulations:

(3.59) /' zﬂ@an)mw @ay:_lﬂl/ L |eBin|?
]Rs R3 (

Ng +n 2dt Nng +n)?
1 , T (ug +u)s3 2, 1/ T (ug + u)3 9

+ ——— e0in ————— [eon|*+ 9 +.7.
2/Ra” (et OS] e np O

We end up with
1d T!

3.60) I =—— ——|edin|?
(3.60) L 2dtRinma+nPkZm

1 T (uq . 1 T (uq .
+—/ ﬂ—ﬁiigﬂwmﬁ+f/ Tl o
2 Jrs (na +n) 2 Jes=0 (na+n)?

+ /TZ(66 )83i7l3+ (Ean)Eaz s + 4G + 7.
Rs Ng + N 23=0 Ng +Nn
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(2) Treatment of I. After some integration by parts, we can rewrite I as
3 ' . .
IQ:_Z</ 77€3i¢5di\/8m+/ 77/651'(%5631'@3-&-/ 56i¢68m3>.
i—1 \/RY R3 w3=0

Then we have
3 .
72/ ne d;¢ediv ;i
i=1 7R}

:/ nsQAgéﬁdivu+/
RY

n'e:@gd')sdivqu/ £ B3¢ ediva
Ri x3:0
— L+ S+ B,

where we set
(3.61) L:= / ne? A¢ div .
R3
3
Similarly to £ stands for an admissible boundary term which is bounded by boundary
terms in the left hand sides of Estimates A and B, that is to say

|B| < C|T (1, 11, €0, 6, €V, € div )| 72 g2

Hence,

3

(3.62) ==Y (/R

i=1

77,661'(,2.5581"[143 + /

w3:0

681'(,2.5581‘1.1,3) +L+y+e@
s
Putting together (3.60), (3.62) and (3.56), we deduce

1d 1d T 1
— v-2 - 7V'2<7/ / Y V'2
2dt/]Rs+n5 Ly Ri"(na+n)z|5 =<5 Rin(u + u)3 e Vi

1 .12 1 /Ti(ua""u)?) .12
*3 /zg_o (ta +w)sle Vil ) *3 /Rs K (na +n)? €Vl
+

1 T (uq (e V7 (e V7
+f/ Tua +u)s +U)3|eVﬁ|2+/ g i EV) ~evu3+/ 7 EV g,
23=0 RZ. + 23=0

(3.63)

2 (ng +n)? Ng + 1

(U

(3) Treatment of .#. — We recall that the .# term defined in Lemma 1 can be writ-

ten as
J:f/
RS

=J+9Y+7.

n’qu'S-avug—F/

xr3 =0

gv¢.gvu3)+L+g¢+5ﬂ+5£.

ngf)div ((na + n)u) — /]R3 n b ((na + n)u;;)

with J := — [ps ¢ (nq 4+ n) div i. We shall study .# (and J) in a different way than
+
that followed for the first two energy estimates. The idea is to combine J with Iy
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through the term L (see (3.61)—(3.21)). Therefore, we decompose J as follows:
J= / ndivi(e? Ag — ¢ (ng +n)) —L=J, +Jo — L,
R
with
Jy = / ndivi(e? A — e P d(1+ h(e))),
y
Jy = / ndivid(e (1 + h(®)) — (ne +n)).
Y

Since by construction of the approximation solution, we have e~ = n?, Jp can
be bounded as follows:

s < u/ 7 ((edivi)? + ¢%) + 9.
Ry

Considering Ji, by the Poisson equation, we have:

J1:/ ndivan+/
R

R
One can rely on the transport equation satisfied by n to replace div @, which yields:

J

which we shall recast, after the usual manipulations, as

1d n? 1 (uq + u)s 1
d' N = —— — — /a7'2 7\/ a 72
/R ndivin 5 7 Rinna+n+2/R Ui —— n +2 wgzo(u +u)sn

3 3
¥ +
+u/ 7 2+ i) +ca/ 0.
R3 R‘i

ndivirg.
3

3
+ +

ndivuh:/ n i (=0 — (ug +u) - Vi+r,),
1 By Mot

3
We obtain
1d n? 1 (ug + u)3
364) IS -L+—=— — 4= e 22
( ) + Zdt/Rinna—t—n—’_2/Rin Ng +n "
1
+f/ (g +u)3n? +9 +.7.
2 $3=0

Consequently, by combining (3.63) and (3.64), we obtain

i o2

72|5Vh|2+ n )
Ng +n) Ng +n

1d »
(3.65) ﬂJert/Rin(k—:VM +

1 . 1 (U +U>3 .
<7 / . . \v4 2 7/ /Tz a \V/ 2
2/Rivv(u P Vil 5 [T el
1 . (e V7
+7/ 77/ (Ua+u)3 7;7}2_/ n/€v¢€Vu3+/ T]/Tl(e n) .gvag
2 RY Ng + 1N R3 R} Ng + 1

+BT. +9+7 + 2.
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Here B.T. denotes the important boundary contributions:

g . . 1 i(ua+u)3 .12 1 .12
- +nEVnEVu3+§T mkV?ﬂ +§(UQ+U)3‘TL| .

B.T. = / (—aagq'baagm
1‘3:0

(3) Conclusion of estimate C. — By combining, (3.65) and Lemma 1, we obtain

L N
hal e n)d 2
dt ]Rin “ 2 2(ng +n)

/ 7]/ (QC(€ Vﬁ,EVﬂg) + |(ua + U)3| \€V(u1,u2)\2)
R3

+

1 1 K 22
5 Qa2+ 5 Vi + )
2 2 (ng +n)? Ng + N

1 1
by [ Qi)+

1 1
+7/ Qo(n7u3)+7/ Q% (e Vi, e Vis)
2 :E3:0 2 I3:0

<
R

where Q° is the quadratic form of the symmetric matrix:

77/€V(Z.5'€v1.l,3*/ £03hedyus + 4 + .7 + B,

3_ xrs3 =0

Tiltesl g, —1I'1q,
Mg =T ¢ ‘ — pldg,

L1y fug|1ds

which is positive thanks to the Bohm condition (3.11).
To conclude, we can handle the two first terms in the right hand side of the above
estimates by using the Young inequality. Indeed, we write

. m 1 .
‘/R W eV e Vig| < SllVireVis|[7, +ﬁ||ﬁev¢||’;
+

and for 11 sufficiently small, the term |/7/eVis||2, can be absorbed in the left hand
side since Q¢ is positive while the other term can be incorporated in .. We proceed
in the same way for the boundary term by writing

‘ / 8834)683'[143
Z3:0

and we absorb the first term in the left hand side by the positivity of Q¢ while the
other term can be incorporated in Z.

To obtain (3.54), it suffices to observe that the term y|[/7eV|%. can be absorbed
in the left hand side for p sufficiently small and to integrate in time.

B . L
< §H533U||%2(R2) + ﬁ||533¢||L2(R2)

D. Exp or tiE PrROOF OF PrOPOSITION 2. — We can first combine estimates (3.25) and
(3.41) in the following way. We consider (3.41) 4 €(3.25) with e fixed sufficiently small
(independently of the other involved parameters p and ¢) so that the singular term
|vn' (eVn,ediv ’L'L)H%QTLZ(Ri) in the right hand side of (3.25) can be absorbed by the
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left hand side of (3.41). This yields
(3.66)

(1, ¢, eVn, e div i, 6V¢)H%OTOL2(R3+) + ||\/17(n,u, ¢,eVn,ediv u,eVd’)HL?TL?(Ri)
+ 10, i, €V, & div e, €0, )25 12 gy
L o . ; 2
< C(Cay M) (|| 1y 6, £V, eV, V) O) 223y ) + VTV s
. : . ; . 112
+ (7, @, eV, eV, , 5V¢)||2L§L2(R§;) + R ||izTL2(R3+) + M||\/77R ||L%L2(R3+)>’

To handle the singular term uH\/FsVuHiz L2(gs y in the right hand side of (3.66), we
T T

consider (3.66) + /z(3.54). To ease reading, we set
Py = (i, i, 6,€Vin, € div e, Vo) | T oy + VAVl Lo p2rs
+|[V7 (i, b, eV, e div, eVda)HiZTLQ(Ri) + \/ﬁHﬁsqu;LQ(Ri)
+ |0 (1, 14, eV, € div ﬂ,€3m3¢)\|i2TL2(R2) + VAITeVlZs 12 g2,

and
Py = O(Cl, M)(||(7'z,u, 6,2V, divit, V) (0)) 3 as

+ UVl sy + VANV G 6,6V, 2 div i VOO 2

+ VEIT (G, 0, Vi, e div it, €025 ) 172 12 g2y

+ ||(h,iwfV?'%SV%¢.575V</.>)H%2TL2(R3+) + ||RT||2L2TL2(R3) + /J’H\/WRS‘|12TL2(R1)>'
We get
(3.67) Py < P,

To conclude, we observe that by taking u sufficiently small, the singular terms

uINTEVull s s ) + VAV G 6.V, 2 div i eV D1 o s
+ VAT (7, 0, €V, € div i, €02, ) || 12,12 r2)

can be absorbed in the right hand side.
We end the proof by integrating in time, by applying a Gronwall estimate and by
using (3.10). O

4. NON LINEAR STABILITY

In this section, we shall prove our main Theorem 1. As already mentioned, we shall
actually prove a more precise version, see Theorem 3.
Let us write the solution (n®,u¢, ¢®) of (1.1) under the form

n®=n,+n, u =u,+u, ¢ =a¢d,+ o,
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¢ ¢ o (defined in (2.1)). Then, we get

1>
where ng, g, ¢q are shorthands for ng o, ug o, @5,

for (n,u, ¢) the system
O + (g +u) - Vn +ndiv(u + ug) + div(ngu) = eXR,,

(9tu+(ua+u)-Vu+u~Vua+Ti(nv_:Ln - Vnna (n T—i—n))

(4.1)
=Vo+efR,,
E2Ap=n—e % (e - 1) + EK+1R¢,
together with the boundary condition

(4.2) Olsy0 = 0
and the initial condition

(4.3) Ulp—g = SAREYTIS Nli—o = eEtln,.

Observe here that in (4.1), e R,,, e¥ R, and eX*1R, are remainders that appear
because (ng, uq, Pq) is not an exact solution of (1.1).
The main result of this section is

Tueorem 3. — Let m > 3, (no,uo) € H™(R3). Let K € N*, K > m and (nq, uq, $a)
an approzimate solution at order K, given by Theorem 2, which is defined on [0, Tp].
There exists g > 0 and dg > 0 such that for every § € (0,dq] and for every e € (0,¢e0],
there is C > 0 independent of € such that the solution of (4.1)—(4.2)—(4.3) is defined
on [0,To] and satisfies the estimate

5‘“|||8“(n,u,¢,€V¢)||Lz(R3) <CeX, Vte0,Ty], YaeN? |a| <m.
We thus obtain:
CoroLrAry 1. Under the assumptions of Theorem 3, we have
K—m
(4.4) | (n® = ng, u® = ta, ¢° — da) HHM(Ri) < Ce , Vte|o,Tpl.
In particular, we get the L? and L™ convergences as € — 0:

0.1y (ln* =n® = NOCoos )l g + 1105 = 2%l L2ey)) — 0,

(4.5) sup ([|u® —u” —U°(,-

o | poeasy + 10 = wllqas)) — 0,

sup (o7 = 6" = @°( s D)l g + 167 = 8l 2ry)) — 0.

Then Theorem 1 is a straightforward consequence of this corollary.

From now on, our goal is to prove Theorem 3. First, for each ¢ > 0, one can
solve the Poisson equation in (4.1), and express ¢ in terms of n; more precisely,
by elliptic regularity, V¢ can be seen as a semi-linear term in n and the known
local existence results for the compressible Euler equation with strictly dissipative
boundary conditions ([3]) can be applied to the system (4.1). Let us assume that
(no,up) € H™(RY) for m > 3, then there exists 7° > 0 and a unique solution
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of (4.1) defined on [0,7¢] such that v € €([0,7¢), H™) and that there exists M > 0
independent of € such that the assumptions (3.10) and (3.11) of Proposition 2 are

satisfied with
-1+
(4.6) ho(6) == —¥,

Thanks to the well-posedness in H™ for m > 3 of the system (4.1), we can define

hi(9) :== e ?—1.

T¢ = sup {T € [0,Tp], Yt €10, 7], ||(n,u, ¢)HH?(R3+) < 6’”}
where r is chosen such that
(4.7) 5/2<r<K
and the H" norm is defined by

1k 2y = Z 5‘(1'||5gfa§§3f§f|\1;2(m)-
lee|<m

The difficulty is thus to prove that the solution actually exists on an interval of
time independent of €. We shall get this result by proving uniform energy estimates
combined with the previous local existence result when the initial data and the source
term are sufficiently small (i.e., when the approximate solution (n,,u,) is sufficiently
accurate).

For m > 3, we shall prove by using a priori estimates that under the assumptions
of Theorem 3, we have for every T € [0,7T¢] the control

' y Uy Hm < as n
(4.8) (12, w, §)(T)|| - 1) < C(C, M)eK TC(CaM)/ Vi

with C(Cy, M) independent of ¢, p and T for e € (0,1], u € (0,1] and T € [0, Tp].
To prove this estimate, we can apply the operator Z* = (£0)* to (4.1) for
|a] < m — 1. We obtain for Z°%(n, u, ) the system
XhZn~+ (ug +u) - VZ% + (ng + n)div Z%u = %, + &R,

(4.9) KhZu+ (ug +u) - Vﬁfau+Tivg Z =VZ% +C, +e5Z*R,,

Ng

EAZ = Zn+e P X1+ h) + Gy + 5T ZR,.

One has h = hg for |a| = 0 and h = hy for |a| > 1. The functions ¢,, €, and €, are
remainders mostly due to commutators; in %, we include the term —Z*[u - Vn,] —
Z*[ndiv u,) as well, while in €, we also include —2°*[u-Vu,]+ T2 [vn—’z“ (nﬁm)] .
One can observe that this corresponds to the “abstract” system that we have studied

in Proposition 2.

The assumptions (3.10), (3.11) of Proposition 2 are matched on [0,T*] for € suffi-
ciently small since they are verified by the approximate solution. The only estimate
that does not follow directly from the definition of 7 is the estimate of ||0;(n, @) Lo -
For 0;n, we immediately get by using the first line of (4.1) that

10en|Loe < Cale" " +€%) < M,
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for M sufficiently small. In a similar way, by taking the time derivative in the elliptic
equation for ¢, we have

(4.10) — 20019+ e Pt = —9yn + 9y (e %) (e? — 1) + 519, Ry
By using the maximum principle for this elliptic equation, we thus get that
189l < C(Cay M) (0en| Lo + ||l L +e™FH) < C(Cay M)

To use the result of Proposition 2, we also need to check that the remainders %,,, €,
can be split as in the assumption (3.9).

To describe the structure of these remainders, we can start with the study of %,.
We can distinguish between a linear part which corresponds to

C = (2% u,] - Vn — Z%ndivug) — [Z%, ngdivu — Z%(u- Vng)

n

and a nonlinear part which is
M = —[Z u) - Vn — 2%, n]divu.

By using standard tame estimates in Sobolev spaces, the nonlinear part can be seen
as a regular part in the decomposition (3.9). Indeed, we easily get that for some C' > 0
independent of £, we have

1 e < C(IVall oo + V2] o) | (7, )| g1 1
and hence by using the Sobolev embedding, we obtain that on [0, T¢],
1€ s < Ce™>2(n, ) || -

To estimate the linear part 4, we can use the Leibniz formula and the estimates
(3.12), (3.13) on the approximate solution. By using the ¢ weighted derivatives, the
terms that lead to singular terms are the ones of the first type

e*9Pn, - Vou
or the ones of the second type
Ekaxgaﬂna -0"u

with |8]+|y| = k. Indeed, for the terms of the second type, we obtain a singular term
as soon as [ involves only xs derivatives and when they all hit the boundary layer
term in n,, in this case, we can use (3.7) to estimate them by

(4.11) Ca(pn'[(e0)™ (n, w)| + [(£0)™ (n,u)])

with the notation
[(e0)™(n, )| = D |(0)? (n,u).
|Bl<m
We thus see the first term in (4.11) as a singular part of the source term and the
second one as a regular part in the decomposition (3.9).
For the terms of the first type, in order to estimate them with w in a H" space,
we need to write them under the form

elPl=19P g - (eV)(€0)u
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and hence we obtain again a singular term as soon as 9 is made only of 3 derivatives
and that they all hit the boundary layer terms in n,. By using (3.7), we can estimate
this contribution again by

Ca(pn'[(€0)™ (n,u)| + [(0)™ (n, u)])
We thus obtain an estimate
6"+ [eVE!| < Ca(un'[(0)™ (n, )| + [(£0)™ (n, w)]).
We can proceed in the same way to handle %,. For example, for the commutator

@GP = [ffa, 1

Ng +N

} Vn,
we can expand

(€7, eVer) = Y x5 (2P VZ I+ 2P0V 2 ),
18] +|vI<m, B0
where *g ., stand for terms which are uniformly bounded in L> on [0,T¢]. By using
the same arguments as before, we thus get that

7] + |VEP| < C(Ca, M) (10| (£0)™ (n, )| + [(£0)™ (n, w)]) + C(Ca, M)|7)|
where |£?| is bounded in L? by
C(Car M) || grn

by using the usual product estimates in Sobolev spaces.

For e =14, we can use again the bounds on the approximate solution (3.12), (3.13)
and standard tame estimates in Sobolev spaces. Indeed, we have that 5_1%15 can be
expanded as a sum of terms either of the form

e N Z¥e %) (e7? — 1)
which is bounded by C(Cq, M) (un'|d| + |¢]) or of the form
E—lgﬂ(e—%) gv¢e—¢
with || + |y| < m which can also be bounded by C(Cq, M)(pn'|¢| + |¢]) or
€7lgﬂ(67¢a) PN gvrqseﬂb

with r > 2, [8] + |y1| + -+ 7] < m and 8 # 0. Since this term is at least quadratic
in ¢, we can use tame estimates to bound it in L? by

e C(Cay M)l oo | Bll -1 < C(Cas M) pynr.
We thus get that we can split e~1%}, according to (3.9):
671Gl < C(Ca, M) (s |(20)™ 6] + o)
with
[€ollze < C(Ca, )11 1.
By using the above expansions of €, we also easily obtain that

06| < C(Ca, M) (en[(c0)™ ' 0e0| + |6
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where ‘5(; can be estimated as
1652 < C(Ca, M)e|| 04| grm—-

In summary, we have proven that the commutator terms can be split under the

form
|(C€n,‘fu7€V‘€n,5VC€u,‘€¢/s, 3t‘5¢)| < C(Cyy, M) (m)"fs + cﬁr)
with
H\F%SHH <O( CavM)(||\/7?(”,U7¢)HH?, +5||ﬁat¢‘|H?—1),
€712 < C(Ca, M) (|| (1,1, @) | + €| 01| pym—1)-

Consequently, by using Proposition 2, we obtain for every T € [0, T¢]
(412) V(e e + [V (0,0 6)[ 75 )
< C(Cyy M) ( [V (1, 6)|[3 e
+ 1V 200 s+ 1, D)z g + 1201012 1 )

To conclude, it remains to estimate the terms involving 0;¢ in the right hand side
of the above estimate. By using the elliptic equation (4.10) and standard energy
estimates, we get that

VOO -1 + 10:6()l| s < C(Ca, M) (0| gy + |6 g1 + ")
for every ¢ € [0, T¢]. Therefore, we obtain in particular that
l0u0(1) 1 < C(Cay M) (N0 s + 19(8) g1 +€5F).

We can then use the first line of (4.1) to express €d;n in terms of space derivatives,
this yields that on [0,7¢], we have

(4.13) ellded(t)ll -1 < C(Car M) (Il (0, @) ()l mrze + D) | g1 + 5.

Finally, we can estimate ||\/n/ €0,¢|| L2 HT This follows again from estimates on the

elliptic equation (4.10). We just use the weight 7’ in the estimates as in the derivation
of (3.40). This yields for ¢ € [0, 7],

IV 016(0)]| -1 < C(Cars MYV )| s + (V0 S| s + 7).

Consequently, by using again the first line of (4.1), to express d;n, we obtain

4 14 E“\/»aﬁb HHm 1
< OCa MY (VAT (1,10, )V + 20, 0) () 10 + ).
From (4.12), (4.13), (4.14), we have thus proven that for every T' € [0,T¢], we have
VAl @) s + V0 00,0 0)[ 12 41,0)
< C(Ca, M) (€2K + N“HW(”M% qs)”i%Hgﬂ + ||(TL,U, ¢)||%2TH57”)
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For p sufficiently small, the singular term pl|v/n’(n,u, ¢)||32 ;.. can be absorbed in
T "¢
the left hand side, this yields

VAl ) e < C(Cay M)(€2F + (0,0, 9)172 4rm )
and hence from the Gronwall inequality, we obtain
(1, @) (D[ < C(Cay MK TCCAIVE YT € [0,T].

We have thus proven (4.8).

The parameter p can now be considered as fixed. By standard continuation argu-
ments, we next obtain that for e sufficiently small T° > T and that on [0, Ty, we
have

Sup H(n,u,¢)(T)||%;;n < C(CaaM)EQKeTOC(CmM)/\/ﬁ-
T€[0,T)

This ends the proof of Theorem 3.
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